Performance Comparisons of Greedy Algorithms in Compressed Sensing

Jeffrey D. Blanchard\textsuperscript{1,*} and Jared Tanner\textsuperscript{2}

\textsuperscript{1} Department of Mathematics and Statistics, Grinnell College, Grinnell, IA 50112
\textsuperscript{2} Mathematics Institute, University of Oxford, 24-29 St Giles', Oxford OX1 3LB, UK

SUMMARY

Compressed sensing has motivated the development of numerous \textit{sparse approximation} algorithms designed to return a solution to an underdetermined system of linear equations where the solution has the fewest number of nonzeros possible, referred to as the sparsest solution. In the compressed sensing setting, \textit{greedy} sparse approximation algorithms have been observed to be both able to recover the sparsest solution for similar problem sizes as other algorithms and to be computationally efficient; however, little theory is known for their average case behavior. We conduct a large scale empirical investigation into the behavior of three of the state of the art greedy algorithms: NIHT, HTP, and CSMPSP. The investigation considers a variety of random classes of linear systems. The regions of the problem size in which each algorithm is able to reliably recover the sparsest solution is accurately determined, and throughout this region additional performance characteristics are presented. Contrasting the recovery regions and average computational time for each algorithm we present \textit{algorithm selection maps} which indicate, for each problem size, which algorithm is able to reliably recover the sparsest vector in the least amount of time. Though no one algorithm is observed to be uniformly superior, NIHT is observed to have an advantageous balance of large recovery region, absolute recovery time, and robustness of these properties to additive noise across a variety of problem classes. A principle difference between NIHT and the more sophisticated HTP and CSMPSP is the balance of asymptotic convergence rate against computational cost prior to potential support set updates. The data suggests NIHT is typically faster than HTP and CSMPSP due to greater flexibility in updating the support which limits unnecessary computation on incorrect support sets. The algorithm selection maps presented here are the first of their kind for compressed sensing. Copyright © J.D. Blanchard and J. Tanner.
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1. INTRODUCTION

Compressed sensing \cite{1, 2} is a technique where the prior knowledge that data is compressible allows for the data to be acquired with fewer measurements than would otherwise be necessary. The resulting reduced number of measurements is proportional to the desired compression rate and can therefore result in dramatic savings in the number of measurements needed. In its simplest form, compressed sensing can be expressed in terms of linear algebra. Let $x \in \mathbb{R}^n$ be a vector with...
k nonzero entries (referred to as \( k \) sparse) and let \( A \) be an \( m \times n \) matrix whose \( m \) rows represent inner products used to acquire the measurements \( y = Ax \in \mathbb{R}^m \). If one is willing to take a full set of \( m = n \) measurements, the vector can be acquired by measuring the entries in \( x \) directly with the \( n \times n \) identity matrix \( (A = I) \) so that \( y = Ax = Ix = x \). In contrast, if one knew before hand the location of the \( k \) nonzero entries one could simply measure those \( k \) values similarly. While one often knows \textit{a priori} that a vector has few nonzeros (or few large entries), one rarely knows the location of the nonzeros requiring more than \( k \) measurements. Thus, the number of measurements, \( m \), satisfies \( k < m < n \).

When the location of the nonzeros is unknown one can formulate the recovery of the sparse vector \( x \) from knowledge of \( A \) and the measurements \( y = Ax \) as the combinatorial optimization problem

\[
\min_{z \in \mathbb{R}^n} \|z\|_0 \text{ subject to } y = Az
\]

where \( \|z\|_0 \) denotes the number of nonzeros in the vector \( z \). A naive method for solving (1) is to begin by checking if there is a single column of \( A \) that can be used to represent \( y \), failing this to check if there is any combination of two columns of \( A \) that can be used to represent \( y \), and increasing the number of columns under consideration until a solution is determined. As \( A \) is underdetermined it is always possible to find a solution with \( m \) or fewer nonzeros that will satisfy (1). Unfortunately this exhaustive search is computationally implausible for all but the smallest values of \( k, m, \) and \( n \).

Much of the development of compressed sensing has focused on the design and analysis of computationally efficient algorithms which can solve (1). An intensively studied technique is to replace (1) by the convex relaxation of the objective

\[
\min_{z \in \mathbb{R}^n} \|z\|_1 \text{ subject to } y = Az
\]

in which case (2) can be recast as a linear program and solved using well developed, off-the-shelf software [3, 4, 5] or algorithms more recently designed specifically for compressed sensing [6, 7, 8, 9]. The equivalence of when the solution to (2) will be identical to the solution to (1) has been fully characterized by Donoho in [10, 11] with precise sampling theorems which can be stated in terms of an undersampling ratio \( \delta = m/n \) and oversampling ratio \( \rho = k/m \). In particular for \( A \) with entries drawn Gaussian i.i.d., precise values of a function \( \rho(\delta = m/n) \) are derived so that for \( k < m \cdot \rho(m/n) \) the solution to (2) will coincide with the solution to (1); moreover, when \( k > m \cdot \rho(m/n) \) the solution to (2) is typically observed to be different from the solution to (1). The abrupt change in the probability of recovery for an algorithm is referred to as a \textit{phase transition} and the curve \( \rho(m/n) \) denoting the transition is referred to as a \textit{phase transition curve}.

Other notable examples of precise sampling theorems have been derived for similar formulations such as: robust variants of (1) and (2) by Xu and Hassibi [12], inclusion of non negativity by Donoho and Tanner [13, 14, 15], uniqueness of solutions with bound constraints by Donoho and Tanner [16], recovery of low rank matrices by Recht, Xu and Hassibi [17], block sparse signals by Stojnic [18], and equivalence to the state evolution of message passing algorithms by Donoho, Maleki, and Montanari [19, 20]. Large-scale empirical testing has shown that many of these results hold for many more matrix ensembles than the Gaussian ensemble implied by the theory [21, 22].

A second line of compressed sensing algorithm development has considered algorithms which attempt to directly solve (1) or a noise resistant extension such as

\[
\min_{z} \|y - Az\| \text{ subject to } \|z\|_0 \leq k.
\]

Examples of such algorithms which have been observed to perform well in testing include Compressive Sampling Matching Pursuit (CoSaMP) [23], Subspace Pursuit (SP) [24], Iterative Hard Thresholding (IHT) [25], Normalized Iterative Hard Thresholding (NIHT) [26], and Hard Thresholding Pursuit (HTP) [27] though this list is far from exhaustive. Each of these algorithms has been analyzed using techniques such as the restricted isometry property [28] and have been proven to recover the solution to (1) for a wide class of sensing matrices \( A \) at the optimal order of \( m \) proportional to \( k \). However, these sufficient conditions are extremely pessimistic with
associated phase transitions well below observed performance [29, 30]. These algorithms employ projections via hard thresholding which sets selected coefficients to zero while leaving the remaining coefficients unchanged. We refer to this class of algorithms broadly as **hard thresholding algorithms**. Unfortunately there are no precise average case characterizations for when (1) is solved by hard thresholding algorithms, with the technical difficulty being that the hard thresholding projections are not Lipschitz continuous [31].

### 1.1. Relationship to Prior Work

This paper provides an empirical average case analysis of the hard thresholding algorithms via large-scale testing of problems with realistic, application sized problems. The literature already has several examples of empirical testing of algorithms for compressed sensing, notably [32, 33, 22]. In [32] Donoho and Maleki studied optimal tuning parameters for various algorithms, including hard thresholding algorithms. In [33], Sturm studied 15 algorithms with 7 vector distributions focusing entirely on locations of the phase transition for Gaussian matrices. In [22], Monajemi et. al studied the behavior of linear programing (2) recovery probability for numerous deterministic matrices. The information provided in the previous work, such as the tuning parameters for IHT and CSMPSP from [32] have been incorporated into our work. This work is distinct from these predecessors in three main ways.

First, each of those empirical analyses focus on small problem dimensions of \( n = 800, n = 400, \) and \( n \approx 1000 \), in [32], [33], and [22] respectively. This present empirical analysis is based on problems with ambient dimension frequently set at \( n = 2^{18} \) and \( n = 2^{20} \). Empirical studies with more realistic, application sized problems offer better insight into the large-scale behavior and should bolster practitioners’ confidence in the results. The ability to test large problem sizes is particularly important in evaluating the behavior of algorithms in the extreme undersampling regime of \( m \ll n \). When \( n \) is small as in previous empirical studies, significant undersampling quickly forces the sparsity level toward zero resulting in poor resolution of \( k/m \). As compressed sensing is primarily concerned with extreme undersampling, this is the most critical region for empirical testing.

Second, none of the previous works consider the very competitive greedy algorithms NIHT or HTP. While [22] is focused exclusively on \( \ell_1 \) minimization, the other two projects examined greedy algorithms, including IHT, CoSaMP, and Subspace Pursuit. Whereas, [32] identified a tuned, fixed step size for IHT, Blumensath and Davies [26] updated IHT to NIHT by incorporating the optimal step size in the current supporting subspace, leading to considerable improvement in both recovery capability and time. Foucart [27] altered IHT adopting the projection ideas from CoSaMP and Subspace Pursuit and combining them with the iterative update step from IHT. These two greedy algorithms are highly competitive with other greedy algorithms and their practical behavior is extensively studied in this work.

Finally, the most significant delineating contribution of this paper is the focus on other behavior characteristics of the algorithms. While [32, 33, 22] are almost entirely focused on the location of the empirical, average case, recovery phase transition, this paper is focused on providing information about how an algorithm performs in relationship to the others, specifically in regions where more than one algorithm is successful. The location of the phase transition is a critical element in this analysis as it identifies the region in which an algorithm reliably recovers the measured vector. However, which algorithm should be selected when more than one algorithm is able to reliably recover the measured vector? This work not only provides empirical phase transitions for large, realistic sized problems, it also provides an algorithm selection map for each problem class, indicating which algorithm is able to reliably recover the measured vector in the least time. Information about the mean and variance for certain performance characteristics is also presented, including time for recovery, ratio of time to fastest algorithm, iterations, convergence rate, and fraction of support set recovered.

The increased scope of testing here is made possible by our development of a software package designed for such large scale, rapid testing using graphics processing units (GPUs). The software, **GPU Accelerated Greedy Algorithms for Compressed Sensing (GAGA)** [34, 35], includes a
full testing suite which generates a problem on the GPU, solves the problem with one of five hard thresholding algorithms (also referred to as greedy algorithms), and returns performance characteristics to a text file. The software is also capable of solving a problem directly rather than generating a random problem and is therefore useful for applications; a detailed description of the software including timings and acceleration ratios is presented in [34]. The software is available for download at [35].

1.2. Preliminaries

Our empirical investigation of the hard thresholding algorithms for compressed sensing considers the ability to recover the underlying signal, recovery time, and other performance characteristics of NIHT, HTP, and CSMPSP (a hybrid algorithm akin to Subspace Pursuit and CoSaMP). We denote by $A^t_S$ the pseudo inverse of $A_S$ where $A_S$ is the $m \times |S|$ submatrix consisting of the columns of $A$ indexed by $S$. In our implementation, the projection $A^t_S y$ is performed via the conjugate gradient method [36] restricted to the subspace defined by $S$. Thus, if $z = A^t_S y$, then $z = z_S$ is a vector supported on the index set $S$. The pseudo code presented for the algorithms include the subroutines DetectSupport$(z)$, returning the index set of the $k$ largest magnitude entries in $z$, and Threshold$(z, S)$, the hard thresholding operator that leaves the values in $z_S$ unchanged and sets all other values of $z$ to zero. Details of the implementations of the algorithms and subroutines in GAGA are described in [34].

This manuscript describes the average case behavior of three hard thresholding algorithms: NIHT, HTP, and CSMPSP whose pseudo code are stated in Alg. 1-3. Each of the three hard thresholding algorithms take as their arguments the measurements, $y$, the matrix by which the measurements were acquired, $A$, and the sparsity level $k$ and begins by computing an initial estimate, support set, and residual via Subroutine 1. For conciseness the algorithm pseudo code omits the stopping criteria, which are described in Sec. 2.

Subroutine 1 Initialization Procedure

**Input:** $A, y, k$

**Output:** A $k$-sparse approximation $\hat{x}$ of the target signal $x$

**Initialization and Initial Support Detection**

1: $x_0 = A^* y$ \hspace{1cm} (initial approximation)
2: $T_0 = \text{DetectSupport}(x_0)$ \hspace{1cm} (proxy to the support set)
3: $x_0 = \text{Threshold}(x_0, T_0)$ \hspace{1cm} (restriction to proxy support set $T_0$)
4: $r_0 = y - Ax_0$ \hspace{1cm} (initialize residual)

Algorithm 1 NIHT (Normalized Iterative Hard Thresholding [26])

**Iteration:** During iteration $l$, do

1: $\omega_l = \frac{\|A^* r_{l-1} r_{l-1}\|_2^2}{\|A r_{l-1} (A^* r_{l-1}) r_{l-1}\|_2^2}$ \hspace{1cm} (optimal step size in the $k$-subspace $T_{l-1}$)
2: $x_l = x_{l-1} + \omega_l A^* r_{l-1}$ \hspace{1cm} (steepest descent step)
3: $T_l = \text{DetectSupport}(x_l)$ \hspace{1cm} (proxy to the support set)
4: $x_l = \text{Threshold}(x_l, T_l)$ \hspace{1cm} (restriction to proxy support set $T_l$)
5: $r_l = y - Ax_l$ \hspace{1cm} (update the residual)

1.3. Main Findings

The main findings of our empirical tests are informally summarized in this section, with the remainder of the manuscript presenting a distillation of the data generated. These findings by no means exhaust the information contained in the data, nor do they answer all questions a practitioner might have. More quantitative variants of these findings are presented as formal Claims.
Algorithm 2 HTP (Hard Thresholding Pursuit [27])

Iteration: During iteration \(i\), do

1: \(\omega_l = \frac{\| (A^* r_{l-1}) T_{l-1} \|^2}{\| A T_{l-1} (A^* r_{l-1}) T_{l-1} \|^2} \) (optimal step size in the \(k\)-subspace \(T_{l-1}\))
2: \(x_l = x_{l-1} + \omega_l A^* r_{l-1} \) (steepest descent step)
3: \(T_l = \text{DetectSupport}(x_l)\) (proxy to the support set)
4: \(x_l = A^\dagger_{T_l} y\) (projection onto the \(k\)-subspace \(T_l\))
5: \(r_l = y - Ax_l\) (update the residual)

Algorithm 3 CSMPSP (CoSaMP [23], Subspace Pursuit [24])

Iteration: During iteration \(i\), do

1: \(S_l = \text{DetectSupport}(A^* r_{l-1})\) (\(k\) columns most correlated with residual)
2: \(A_l = T_{l-1} \cup S_l\) (form a larger proxy for the support set)
3: \(x_l = A_{A_l}^\dagger y\) (projection onto the \(2k\)-subspace \(A_l\))
4: \(T_l = \text{DetectSupport}(x_l)\) (proxy to the support set)
5: \(x_l = \text{Threshold}(x_l, T_l)\) (restriction to proxy support set \(T_l\))
6: \(r_l = y - Ax_l\) (update the residual)

and Observations in Secs. 3–4. The software used to conduct these tests and process the data are available at [35], written with the aim that interested parties can easily generate different data and easily process it in order to address other questions.

Summary of Main Findings The following seven, informal findings summarize the more detailed Claims and Observations in Sections 3 and 4. While some of the findings extend and reinforce similar statements from previous work, most offer new insight to the behavior of the algorithms across a wide range of problem instances.

- The recovery phase transition curves for NIHT, HTP, and CSMPSP are increasingly similar as \(\delta = m/n \to 0\) for \(A\) drawn from each of three random matrix ensembles: Gaussian, sparse expanders, and random rows of the discrete cosine transform. As \(\delta = m/n \to 1\), CSMPSP typically has the highest recovery phase transition curve. (Sec. 3.1, Claim 1)
- NIHT frequently recovers the measured vector in the least amount of time; though there are regions where CSMPSP is the only successful algorithm. (Sec. 3.2, Claim 2)
- When converging to the measured signal, all three algorithms exhibit a predictable behavior in terms of several performance characteristics such as fraction of the true support set identified, average time for recovery, iterations, and asymptotic convergence rate. (Sec. 3.3, Claim 3)
- All three algorithms are stable to moderate levels of non-adversarial, additive noise; the observed average case performance suggests the relative \(\ell_2\) error of the recovered vector scales linearly with the noise level. (Sec. 4.1, Claim 4)
- In the presence of moderate levels of noise, NIHT is almost always the fastest algorithm. (Secs. 4.2 and 5, Claims 5 and 8)
- The predictable behavior of the algorithms persists even in the presence of moderate levels of noise. (Sec. 4.3, Claim 6)
- All three algorithms are less successful when attempting to recover vectors with equal magnitude entries. (Sec. 5, Claim 7)

These findings and the more formal Claims 1–8 are informed by the totality of the data presented in Secs. 3–4 and the supplementary material [37].

Discussion of Algorithm Performance A theoretical average case analysis for NIHT, HTP, or CSMPSP is absent from the literature. The following is a plausible discussion of why the algorithms behave in the manner observed in these empirical results. This interpretation is drawn from the
authors study, implementation, and extensive testing of the algorithms presented in Secs. 3–4 and the supplementary material [37]. As with any empirical study, the interpretations are unproven and a mathematical analysis of the observed phenomenon would be beneficial.

The greedy algorithms under consideration attempt to directly reconstruct the measured vector $x$ from the information contained in the measurements $y$ with knowledge of both the measurement process $A$ and the number of nonzeros in $x$. The algorithms are primarily support set identification algorithms. However, the algorithms also attempt to balance two competing tasks: identification of the support set and the true values of the nonzero entries on the support. The algorithms differ in the degree of confidence given in each iteration to the current estimate of the support set. NIHT gives little confidence to each iteration’s estimate of the support set; the algorithm simply takes a single steepest descent step on the current support and then checks if the support set should be updated. HTP and CSMPSP give greater confidence to the current support estimate and theoretically perform a pseudo inverse projection in the associated subspace. A relaxation of this confidence for HTP and CSMPSP can be obtained by implementing fast variants of the algorithms described by the original authors of each algorithm [27, 23, 24]. The implementation studied in this article is somewhere between the theoretical and fast variants of HTP and CSMPSP where the project is replaced by a subspace restricted conjugate gradient search with a maximum of 15 iterations\(^\dagger\); if the support does not change after 15 iterations this can be viewed as a standard restarting of the conjugate gradient method.

The observed performance of NIHT indicates that its considerable flexibility to change the support set saves computational expenditure while searching for the support. When the correct support is identified, the normalized step size is the optimal steepest descent step on the supporting subspace. This combination of rapid support detection and reasonable convergence rate often makes NIHT the fastest of the algorithms. On the other hand, when the problems permit a rapid identification of the support, the projection based methods, HTP and CSMPSP, are advantageous due to their substantially superior asymptotic convergence rates from the subspace restricted conjugate gradient projection. When noise is present, the support set is more difficult to identify; thus, giving less confidence to the estimated support in each iteration increases the advantage of NIHT over the other algorithms.

Finally, CSMPSP often has the highest phase transition which is likely due to searching for the support set over a larger subspace. While NIHT and HTP always operate on a $k$-dimensional space, CSMPSP first projects the measurements onto a $2k$-dimensional space and then restricts to a $k$ dimensional space. This projection over a larger space appears to permit the correct identification of the support for larger values of $\rho = k/m$ than the other algorithms.

1.4. Outline

The remainder of the manuscript is organized as follows. Sec. 2 describes the experimental setup including: matrix and sparse vector ensembles tested, stopping criteria, problem sizes and parameters for which tests were conducted, and the computational environments in which the tests were performed. Sec. 3 presents the data for the problem class of sparse vectors with nonzeros of equal magnitude and exact measurements, with recovery phase transitions presented, including: regions of high probability of recovery, average time for recovery, algorithm selection maps, and the variance of these and other performance properties of NIHT, HTP, and CSMPSP. Sec. 4 presents a similar analysis as in Sec. 3, extended to show how the algorithm properties change with the introduction of moderate values of noise. With noise level $\epsilon = 1/10$, Sec. 5 focuses on sparse vectors with nonzeros drawn from ensembles of nonequal magnitude. Sec. 6 outlines future extensions. Only a small portion of the algorithm performance data calculated as described in Sec. 2 is presented in the main body of the manuscript; the remainder of the data is presented in the supplementary document [37] which is outlined in Sec. 2.4.

\(^\dagger\)A maximum of 15 CG iterations per projection was selected to approximately minimize reconstruction time of HTP and CSMPSP while allowing for competitive successful recovery rates.
2. EXPERIMENTAL SETUP

This manuscript describes the average case behavior of three hard thresholding algorithms: NIHT, HTP, and CSMPSP whose pseudo code are stated in Alg. 1-3. This section outlines the tests conducted with the results presented in Sec. 3-4 and the supplementary document [37].

**Problem Class** For each algorithm we conduct tests for random matrices, drawn from different ensembles, used to measure sparse vectors whose nonzeros are similarly drawn from a variety of distributions. We refer to the combination of a matrix ensemble and sparse vector ensemble as a problem class and denote it by $(Mat, vec)$. Each algorithm is evaluated for a specific problem class by repeatedly testing different problem instances at a variety of problem sizes.

**Problem Instance** Let $A$ and $x$ be drawn from a specific problem class $(Mat, vec)$ at size $(k, m, n)$ where the matrix $A$ is of size $m \times n$ and the vector $x$ has $k$ nonzeros. We refer to a problem instance without noise as recovery of $x$ from the pair $(A, y)$ where $y = Ax$, and a problem instance with noise level $\epsilon$ as recovery of a $k$ sparse vector from the pair $(A, y)$ where $y = Ax + e$ with $e$ an additive noise vector drawn uniformly from the sphere of radius $\epsilon \|Ax\|_2$. We denote the problem class with additive noise by $(Mat, vec_\epsilon)$. Details of the matrix and sparse vector ensembles investigated in this work conclude this subsection.

**Matrix ensemble** The measurement matrices are drawn from one of three matrix ensembles denoted by $N$ (normal/Gaussian), $S_p$ (sparse), and DCT (discrete cosine transform):

- $N$: Gaussian matrix normalized to have expected unit Euclidean length columns, i.e. entries drawn i.i.d. from $\mathcal{N}(0, m^{-1})$.
- $S_p$: Sparse matrix with $p$ nonzeros per column with support set drawn uniformly at random and nonzero values drawn uniformly at random from plus or minus $p^{-1/2}$.
- $DCT$: Random subsampled rows of the discrete cosine transform matrix.

These three matrix ensembles are selected to represent the cases of fully dense matrices, sparse matrices, and structured matrices with a fast matrix-vector product. In this paper, the results for the sparse matrix ensemble are given for $p = 7$ nonzeros per column. The supplementary document [37, Sec. S6] contains results for other values of $p$, in particular $p = 4$ and $p = 13$. The results for $S_4$ illustrate that such sparse matrices have substantially lower recovery phase transitions than $S_7$ while there is a limited increase in the recovery phase transition curve as $p$ is increased from 7 to 13. The choice of $p = 7$ was made to balance the speed of very sparse matrix-vector multiplications against competitive recovery phase transitions, and was selected from testing with $2 \leq p \leq 16$.

**Sparse vector ensembles** Each vector has a support set chosen uniformly at random and the nonzero entries drawn i.i.d. from one of the following distributions denoted by $B$ (binary), $U$ (uniform), and $N$ (normal):

- $B$: Nonzeros drawn from plus and minus one, $\{-1, 1\}$, with equal probability;
- $U$: Nonzeros drawn uniformly from the unit interval, $U(0, 1)$;
- $N$: Nonzeros drawn from the standard normal distribution, $\mathcal{N}(0, 1)$.

The sparse vector ensemble $B$ represents vectors with equal magnitude nonzeros entries as such vectors have been observed in prior studies to be the most challenging for hard thresholding algorithms. The ensemble $N$ represents vectors whose nonzero entries have widely varying magnitudes. Finally, the ensemble $U$ is an intermediate case with positive nonzero entries.

**Stopping Criteria** Each algorithm is initialized using Subroutine 1 and continues iterating until one of the following stopping criteria are met:

1. the residual is small: $\|r_i\|_2 < .001 \cdot \frac{m}{n}$;
(ii) the algorithm is diverging: \( \| r_l \|_2 > 100 \cdot \| r_0 \|_2 \).

(iii) the residual has failed to change significantly in 16 iterations:
\[
\max_{j=1, \ldots, 15} \| r_{j+1} - r_j \|_2 \leq 10^{-6};
\]

(iv) the asymptotic convergence rate is close to one:
\[
\left( \frac{\| r_{l-15} \|_2^2}{\| r_l \|_2^2} \right)^{\frac{1}{15}} > 0.999;
\]
for Alg. 1 with \( l > 750 \) and for Algs. 2–3 with \( l > 125 \).

When any one of the stopping criteria (i)-(iv) are met at iteration \( l \), the algorithm terminates and returns the \( k \) sparse approximation \( x_l \) which we denote by \( \hat{x} \).

Stopping criterion (i) measuring the norm of the residual is dependent on the matrix dimensions in order to account for smaller energy levels in smaller problems. Stopping criterion (i) indicates that the algorithm has converged and is typically invoked when an algorithm successfully recovers the measured vector. If the residual norm has grown two orders of magnitude larger than the initial approximation, the algorithm is diverging and criterion (ii) terminates the algorithm. Stopping criterion (ii) is active in instances where an unusually large step size causes an algorithm to remain on an incorrect support set. Stopping criterion (iii) indicates that the algorithm has converged, but to a solution with a large residual. This criterion is effective in halting the algorithms when they have converged to an incorrect solution and when the algorithm has converged to a good approximation of the vector when the measurements are corrupted with noise. The asymptotic convergence rate of the algorithms can be arbitrarily close to 1 for problem instances very near an algorithm’s recovery phase transition. Stopping criterion (iv) halts an algorithm when the asymptotic convergence rate is near 1 in order to balance overall computation time, especially when an algorithm is failing. Stopping the algorithm based on asymptotic convergence rate only occurs after many iterations\(^1\) in order to prevent the condition from prematurely stopping an algorithm from a residual increase based on changing the estimate of the support set from one iteration to the next. Stopping criterion (iv) essentially serves the role of a maximum number of iterations; it is possible that increasing the number of iterations required to activate criterion (iv) could modestly increase the recovery phase transitions. These stopping conditions were determined through extensive testing and provide a clear separation of success and failure for \( (Mat, B) \) as described in the supplementary document [37].

There are two distinct analysis frameworks used to interpret the data generated from the empirical testing. In Sec. 3, the analysis focuses on extensive testing of the problem classes \( (Mat, B) \) for \( Mat \in \{ N, S_7, DCT \} \). As stated in Claim 7 and in previous studies [32, 33], the random vector ensemble \( vec = B \) is considered the most challenging in that it has the lowest recovery phase transition for hard thresholding algorithms. In this noise free setting, we perform extensive testing for many values of \( n \) in order to provide insight into dependence on the problem size. The results for various values of \( n \) are included in the supplementary material [37] while the testing detailed in Sec. 2.1 focuses on the largest dimension tested for each matrix ensemble. Sec. 4 provides an analysis of testing conducted on all problem classes \( (Mat, vec) \) and \( (Mat, vec_{\epsilon}) \); here a single value of \( n \) is tested per problem class and there is a minor relaxation in the definition of successful recovery as described in Sec. 2.2. Details of all tests and the distinctions between the testing conducted in Secs. 3 and 4 are outlined in the following subsections.

---

\(^1\)Stopping criterion (iv) is only invoked after 750 iterations for Alg. 1 or 125 iterations for Algs. 2–3; since each iteration of Algs. 2–3 can contain up to 15 iterations of a subspace restricted conjugate gradient projection, the choice of 750 and 125 roughly balance total computational cost.
2.1. Testing and analysis of problem class \((\text{Mat, B})\) without noise

The data supporting the three main findings for the algorithm behavior on problem class \((\text{Mat, B})\) without noise, Claims 1–3, are generated from problem instances when the problem sizes \((k, m, n)\) tested are selected to best explore each of the properties under consideration. Determining the recovery phase transition behavior underlying Claim 1 is best resolved by focusing the tests near the phase transition. Determining the average time for each algorithm in the region where they are able to recover the measured sparse vector, which informs Claim 2, requires testing throughout their recovery region. The aforementioned tests can provide a wealth of other information about the tested algorithms throughout their recovery regions, such as the mean and standard deviation of: the fraction of true positives of the recovered vector, the number of iterations, and the asymptotic convergence rates. To more concisely convey the data establishing Claim 3 we conduct greater numbers of tests for a few selective values of \((k, m, n)\) in the union of the algorithms’ recovery region.

The measured vector \(x\) is considered to be successfully recovered if the algorithm returns the approximation \(\hat{x}\) which differs from \(x\) by no more than \(10^{-3}\) in any component:

\[
\|x - \hat{x}\|_{\infty} < 10^{-3}.
\] (4)

For the sparse vector ensemble \(B\), (4) guarantees both successful recovery of the support set and causes the algorithm to have sufficiently many iterations to establish the asymptotic convergence rate.

Determination of average case phase transitions for various problem classes The following tests are conducted to identify the average case recovery phase transition for various \((\text{Mat, B})\) problem classes. Results are presented for the largest value of \(n\) tested for each matrix ensemble, namely \(n = 2^{20}\) for \(\text{Mat} = \text{DCT}\), \(n = 2^{18}\) for \(\text{Mat} = S_7\), and \(n = 2^{14}\) for \(\text{Mat} = N\). The problem sizes were selected based on the memory capacity of the GPUs used in the testing. For each value of \(n\), tests were conducted for 30 values of \(m\) selected as \(m = \lceil \delta \cdot n \rceil\) for each

\[
\delta \in \{0.001, 0.002, 0.004, 0.006, 0.008, 0.01, 0.02, 0.04, 0.06, 0.08, 0.1, \ldots, 0.99\}
\] (5)

with 18 additional, linearly spaced values of \(\delta\) from 0.1 to 0.99. Testing the algorithms at the smallest values of \(\delta = m/n\) is unprecedented and only possible here due to \(n\) being sufficiently large so that the algorithms successfully recover measured vectors for non-trivial values of \(\rho = k/m\) associated with the small values of \(\delta = m/n\).

For each \(m, n\) pair, the bisection method is used, starting with \(k = 1\) and \(k = m - 1\), to determine values \(k_{\text{min}}\) and \(k_{\text{max}}\) such that the algorithm is observed to have successfully recovered at least nine out of ten problem instances for those values of \(k < k_{\text{min}}\) and to have successfully recovered at most one out of ten problem instances for those values of \(k > k_{\text{max}}\). The interval \([k_{\text{min}}, k_{\text{max}}]\) is an estimate for the recovery phase transition region, which is then sampled by testing ten problem instances for each of 50 independent values of \(k\) uniformly spaced in \([k_{\text{min}}, k_{\text{max}}]\), or every value of \(k\) in the interval is tested when \(k_{\text{max}} - k_{\text{min}} < 50\). The experimental setup tests more than 15,000 problem instances for each algorithm, each problem class, and each value of \(n\). Rather than presenting the success probability directly which can have a noisy appearance, the 50% success probability is fit using a logistic regression\(^5\) and presented as a 50% success recovery phase transition curve. Figure 1 is representative of output for determining average case recovery phase transitions.

Determination of algorithm timing and other behavior in recovery region The behavior of the hard thresholding algorithms is explored over the entire \((k, m, n)\) region for the same algorithms, problem classes, and \(m, n\) pairs as described for the phase transition evaluation. For each \((m, n)\) pair,

\(^5\)Details of the logistic regression are provided in [37, Sec. S2].
ten problem instances are tested for $k = \lfloor jm/50 \rfloor$ for $j = 1, 2, 3, \ldots$ continuing until the algorithm fails to successfully recover any of the ten measured $k$ sparse vectors. The data generated includes: relative errors in multiple norms, average time per iteration, average total time, number of iterations, average convergence rate, and true/false support set discovery rates. Throughout the manuscript, the average total time is used to determine an algorithm selection map where for each $(k, m, n)$ tested we indicate the algorithm which is able to reliably recover the measured sparse vectors with the least run time. Figure 2 is representative of output for determining algorithm behavior in the recovery region.

**Variance of algorithm behavior** The data generated from the testing described in the prior paragraph can be used to display numerous properties of an algorithm’s behavior. For conciseness we limit our display of data for other performance characteristics to a few representative problem sizes $(k, m, n)$. For each problem class $(\text{Mat}, \text{B})$ with $\text{Mat} \in (\mathbb{N}, \mathbb{S}_7, \text{DCT})$ we conduct tests for NIHT, HTP, and CSMPSP with $n$ selected as $2^{12}$ for $\text{Mat} = \mathbb{N}$, $n = 2^{10}$ for $\text{Mat} = \mathbb{S}_7$, and $n = 2^{18}$ for $\text{Mat} = \text{DCT}$. For $\text{Mat} \in (\mathbb{S}_7, \text{DCT})$ four values of $m$ are selected so that $m/n$ is the value of (5) that is nearest to $\{1/100, 1/20, 1/10, 3/10\}$; for $\text{Mat} = \mathbb{N}$, the value of $m$ so that $m/n \approx 1/100$ is omitted. For each $m, n$ pair, one thousand problem instances were tested for each of three values of $k$ selected so that $k = c \cdot \rho^*_{\text{Mat,B}}(m/n)$ for $c = \{1/2, 3/4, 9/10\}$ where $\rho^*_{\text{Mat,B}}(m/n)$ is the maximum of the 50% level curves of the logistic regression fit of the recovery probability from the three algorithm’s previously generated data. Tables I–III are representative of output for determining the variance of algorithm behavior and include the following data: #success, #trials, and the average and standard deviation for the following performance characteristics: fraction of the true support set contained in the support set of the recovered vector, recovery time, number of iterations, and convergence rate.

2.2. Testing and analysis of problem classes both with and without noise

While the discussion in Sec. 2.1 and the data presented in Sec. 3 focus on the binary vector ensemble $B$ at many values of $n$, the data generated for Secs. 4–5 considers the problem classes $(\text{Mat}, \text{vec})$ for $\text{vec} \in \{B, \text{U}, \text{N}, \text{B}_e, \text{U}_e, \text{N}_e\}$ for a single value of $n$ per problem class. For $\text{Mat} \in (\mathbb{S}_7, \text{DCT})$ we fix $n = 2^{17}$ and for $\text{Mat} = \mathbb{N}$ we fix $n = 2^{13}$. While the analysis remains the same as described in the Sec. 2.1, the main change is an alternate definition of successful recovery. For $\text{vec} \in \{\text{U}, \mathbb{N}\}$, there is a positive probability nonzero entries of the vector $x$ will take values below the success criteria defined by (4). Similarly for problem classes $(\text{Mat}, \text{vec}_e)$, even when the support set of the vector $x$ is known a priori the noise will introduce errors proportional to the noise level $\epsilon$. Therefore, the measured vector $x$ from a randomly drawn problem instance from the problem classes $(\text{Mat}, \text{vec})$ with $\text{vec} \in \{B, \text{U}, \mathbb{N}, \text{B}_e, \text{U}_e, \mathbb{N}_e\}$ is considered to be successfully recovered if the relative $\ell_2$ error is no greater than $10^{-3}$ plus a twice the noise level $\epsilon$:

$$\frac{\|x - \hat{x}\|_2}{\|x\|_2} < 10^{-3} + 2\epsilon, \quad (6)$$

where $2\epsilon$ was observed to most accurately identify correct support set identification for $(\text{Mat}, B_e)$. Notice that this analysis uses the relative $\ell_2$ norm even in the noise free case where $\epsilon = 0$. For the problem class $(\text{Mat}, B)$, (4) implies (6). When comparing figures from Secs. 3 and 4 it is clear that defining success via (4) or (6) results in very similar phase transition curves $\rho^*_{\text{alg,Mat,B}}(m/n)$. It is important to note that this difference in the definition of success has no impact on algorithms during the recovery process; determining success is solely an aspect of the analysis and display of the output from the algorithms. Finally, the problem instances $(k, m, n)$ for the tabular data in Sec. 4 were chosen to match the problem instances in the tabular data for the noise-free setting. This permits direct comparison of the tables to infer the impact of noise on the algorithms’ performance characteristics. All data displayed in Secs. 4–5 utilize (6).
2.3. Algorithm Implementation and Computational Environment

Empirical performance comparisons necessarily depend on both the algorithm implementation and the computational hardware. The algorithm implementations are accelerated through a GPU-parallelization as described in [34] and are available for download at [35]. The major factors in the acceleration are the parallelization of the matrix-vector multiplications and the rapid identification of the current proxy for the support set listed as DetectSupport in Algs. 1–3. This GPU implementation also significantly accelerates the generation of the random problem instances. The acceleration available in the software GAGA [35] permits large-scale testing at application sized problems.

Equally important to empirical performance comparisons is the computational environment. The extensive testing for problem class \((\text{Mat, } B)\) in Sec. 3 was conducted on a GPU workstation including dual Intel Xeon X5650 CPUs with 24GB of 1333MHz RAM and a single NVIDIA C2050 GPU. To demonstrate stability across platforms, the testing in Secs. 4–5 for problem classes \((\text{Mat, vec})\) with alternative vector distributions and with additive noise was conducted on multiple GPU workstations equipped with dual Intel Core i5-2500 CPUs with 6GB of 1333MHz RAM and a single NVIDIA GTX480 GPU. Finally, all tabular data in this paper was generated on the most current GPU architecture (Kepler) with a GPU workstation containing dual Intel Xeon E5-2643 CPUs with 64GB of 1600MHz RAM and four NVIDIA K10 GPUs.

2.4. Supplementary Material

Only a small portion of the algorithm performance data calculated as described in Sec. 2 is presented in the main body of the manuscript. The supplementary document [37], with section and figure numbers prefixed with the letter S, contains the following additional data. Section S2 presents data showing clear separation between problem instances where the algorithms converge to the correct vector and problem instances where the approximation error is order 1. This information validates the stopping criteria stated in Sec. 2. Section S3.1 presents recovery phase transition curves for \((\text{Mat, } B)\) with \(\text{Mat} \in \{\mathcal{N}, \mathcal{S}_7, \mathcal{DCT}\}\) at smaller problem sizes than presented in Sec. 3; this data shows the convergence of the recovery phase transition curves as \(n\) increases. Section S3.2a includes ratios of algorithm recovery times to the minimum average recovery time that were omitted from Sec. 3.2. Section S3.2b presents algorithm selection maps for \((\text{Mat, } B)\) with \(\text{Mat} \in \{\mathcal{N}, \mathcal{S}_7, \mathcal{DCT}\}\) for smaller values of \(n\) than those presented in Sec. 3.2 depicting consistency of the selection maps for different values of \(n\). Sec. S4.2 presents ratios of the recovery time to the fastest recovery time which are omitted from Sec. 4.2. Section S5 provides additional data for the analysis from Sec. 5. Section S5.1 presents recovery phase transitions with each plot considering a single algorithm and matrix ensemble with \(\text{vec} \in \{\mathcal{U}, \mathcal{N}\}\); Sec. S5.2 presents the ratio of an algorithm’s average recovery time over the minimum average time for each of the algorithms NIHT, HTP, and CSMPSP for problem classes \((\text{Mat, vec})\) for \(\text{Mat} \in \{\mathcal{N}, \mathcal{S}_7, \mathcal{DCT}\}\) and \(\text{vec} \in \{\mathcal{U}_\epsilon, \mathcal{N}_\epsilon\}\) for \(\epsilon = 1/10\). Section S6 presents recovery phase transitions for \((\mathcal{S}_p, \text{vec})\) for \(p = 4, 7, 13\), and \(13\) for each of \(\text{vec} \in \{\mathcal{B}, \mathcal{U}, \mathcal{N}, \mathcal{B}_\epsilon, \mathcal{U}_\epsilon, \mathcal{N}_\epsilon\}\) with \(\epsilon = 1/10\). These plots show that the gap between the recovery phase transition curves for \(p = 13\) and \(p = 7\) is much smaller than the gap between \(p = 7\) and \(p = 4\). Section S6 also provides a full set of empirical results for the matrix ensemble \(\mathcal{S}_p\) demonstrating that the algorithm selection maps presented in Sec. 3 are consistent for \((\mathcal{S}_p, B)\) with smaller values of \(p\). These results informed the focus in the main body of the manuscript on \(p = 7\) for \(\text{Mat} = \mathcal{S}_p\).

3. ALGORITHM PERFORMANCE FOR PROBLEM CLASS \((\text{Mat, } B)\)

This section presents and analyzes the main features of the data from the testing of problem classes \((\text{Mat, } B)\) for \(\text{Mat} \in \{\mathcal{N}, \mathcal{S}_7, \mathcal{DCT}\}\) and the hard thresholding algorithms NIHT, HTP, and CSMPSP. Focus on the sparse signed vector ensemble \(B\) is due to both it being the vector ensemble with the lowest recovery phase transition, see [32, 33] and Claim 7, and due to the ease by which one can certify identification of the support set via (4). The majority of the results shown are given as figures in order to provide as concise as possible a presentation of the large data set collected.
The plots all have the undersampling ratio $\delta = m/n$ as the horizontal axis and the oversampling ratio $\rho = k/m$ as the vertical axis; this is consistent with earlier presentation of similar compressed sensing studies [38, 29, 21, 32, 33] and with theoretical sampling theorems [29, 39].

3.1. Regions of high probability of recovery: $(Mat, B)$

Claim 1 (Recovery regions: sparse binary vectors without noise)
For problem classes $(Mat, B)$ with $Mat \in \{N, S_7, DCT\}$ and problem instances drawn without noise, for each matrix ensemble the recovery phase transitions for NIHT, HTP, and CSMPSP increasingly approach one another for $m \ll n$, with the exception of CSMPSP for $(DCT, B)$ and NIHT for $(S_7, B)$ with $\delta < 1/20$ where for both a substantially lower phase transition is observed. For ratios of $m/n$ approaching one CSMPSP has a phase transition that is substantially higher for problem classes $(N, B)$ and $(S_7, B)$ and a modestly higher phase transition for $(DCT, B)$; NIHT and HTP are observed to have recovery regions similar to each other. (See Fig. 1.)

Claim 1 is supported by data represented in Fig. 1 and the more detailed statements in Obs. 3.1.2 and 3.1.1. Fig. 1 presents the 50% recovery level curves for each of the problem classes $(Mat, B)$ at the largest value of $n$ tested; the phase transitions for NIHT, HTP, and CSMPSP concentrate with increasing $n$ to values near those shown in Fig. 1. Additional data supporting Claim 1 is available in [37, Sec. S3.1] including the 50% logistic regression fit for the smaller values of $n$ and the concentration of the phase transition gap between the 10% and 90% logistic regression as $n$ increases.

Observation 3.1.1
For the problem classes $(N', B)$ and $(S_7, B)$ with $\delta > 1/20$, CSMPSP has a recovery phase transition that is above NIHT, whose phase transition is above HTP. Within each problem class, as $m/n$ approaches zero the phase transitions of these three algorithms approach one another with the exception of NIHT for $(S_7, B)$ where the phase transition drops substantially for $\delta < 1/20$. As $m/n$ approaches one the phase transition curves for CSMPSP becomes nearly twice as high as those of NIHT and HTP. (See Fig. 1(a-b).)

Observation 3.1.2
For the problem class $(DCT, B)$ with $2^{20}$, NIHT and HTP have recovery phase transitions within 0.01 of each other for $m/n < 1/4$ and approach one another as $m/n$ decreases to zero; whereas CSMPSP is observed to have a substantially lower phase transition as $m/n$ decreases below 1/2. For $m/n > 1/2$ the phase transitions of NIHT remains slightly above that of HTP, with CSMPSP comparable near $m/n = 1/2$ and increasing to have the highest phase transition as $m/n$ approaches one. (See Fig. 1(c)).
Similar recovery phase transition studies to those shown in Fig. 1 were conducted in [32, 33, 22]. Quantifying and comparing the recovery phase transition curves for algorithms is of primary importance for their application as it indicates the problem sizes \((k, m, n)\) where the algorithm will return the measured vector. Observations 3.1.1 and 3.1.2 highlight instances where the phase transitions are substantially different, indicating problem sizes where only one algorithm is able to reliably recover the measured vector. However, these observations also highlight problem sizes in which multiple algorithms are able to recover the measured sparse vector, in particular, as \(m/n\) approaches zero. This is the region of greatest practical interest for compressed sensing as \(\delta = m/n \to 0\) corresponds to the most substantial undersampling. In regions where more than one algorithm is able to reliably recover the measured vector, further information is needed in order to determine which algorithm to select. To provide this additional information, this manuscript focuses on the average recovery time of the algorithms.

3.2. Average time for recovery and algorithm selection maps: \((Mat, B)\)

**Claim 2** (Algorithm selection: sparse binary vectors without noise)

NIHT is able to recover problems from the class \((\text{DCT}, B)\) near the observed recovery phase transition (for \(\delta < 9/10\)) in less time than can HTP or CSMPSP. NIHT is typically able to recover problems from the class \((\mathcal{N}, B)\) for \(m \ll n\) in less time than HTP and CSMPSP except for \(\rho < 1/15\) where HTP is the fastest; however, for \(m/n\) approaching one CSMPSP is preferable due to a substantially higher phase transition. CSMPSP is able to recover problems from the class \((S_7, B)\) near the observed recovery transition in less time than can NIHT and HTP, though NIHT requires the least time for much of the recovery region. (See Fig. 2.)

Claim 2 is supported by Observations 3.2.1–3.2.3 which follow from the data displayed in Fig. 2. The principal information in the algorithm selection maps are the trends in the data depicted by regions where one algorithm is consistently selected as the fastest; individual points are not intended to portray a certainty. In fact, large-scale testing is sure to have minor changes from one experiment to the next. Re-running the tests will result in algorithm selection plots with very similar layering of regions selecting a particular algorithm while several individual points may vary. The data suggests that NIHT is typically able to recover a problem instance in less time than can HTP and CSMPSP due to its lesser computational cost per iteration, which allows NIHT to more quickly change support sets, without having performed undue computations on a candidate support set. This is most pronounced in early iterations where there is greater uncertainty in the support set, in which cases HTP and CSMPSP spend considerable computational resources determining the nonzero values on support sets which then change.

Fig. 2 presents timing information for NIHT, HTP, and CSMPSP for problem classes \((\text{Mat}, B)\) with \(\text{Mat} \in \{\mathcal{N}, S_7, \text{DCT}\}\). The average recovery time for each algorithm is recorded for each \((k, m, n)\) where at least one algorithm’s average error satisfies (4). Algorithm selection maps of the phase space are displayed in Fig. 2(a-c) which indicate the algorithm whose minimum recovery time for the given problem class is shown in the plot at a given \((k, m, n)\); consequently, the algorithm selection map indicates which algorithm is recommended at that particular value of \((k, m, n)\). The minimum average recovery time among all algorithms is displayed in Fig. 2(d-f). In Fig. 2(g-i), the ratio of the average recovery time for NIHT compared to the fastest algorithm is presented throughout the NIHT’s recovery region. Similar plots depicting the run time ratios against the fastest algorithm are available for HTP and CSMPSP in the supplementary material [37, Sec. S3.2] along with algorithm selection maps for smaller values of \(n\).

**Observation 3.2.1**

For the problem class \((\mathcal{N}, B)\), the algorithms show a clear layering in \(k/m\) of minimum compute time. CSMPSP has a substantially higher phase transition than the other algorithms, particularly as \(m/n\) approaches one, with the algorithm selection map marking CSMPSP in that region. Once entering the region where the other algorithms are also able to reliably recover the measured vector,
we observe NIHT requires the least time for moderate values of $k/m$, and HTP taking the least time as $k/m$ approaches zero. (See Fig. 2(a).) For $m/n < .8$, NIHT’s recovery time is always within a multiple of two of the fastest algorithm. (See Fig. 2(g).)

Obs. 3.2.1 encourages the use of CSMPSP for the problem class $(\mathcal{N}, B)$ and the largest values of $k/m$ recoverable, most notably as $m/n$ approaches one. For $m/n \lesssim 1/2$ the recovery time for NIHT is either the least or within about 40% of the fastest; HTP and CSMPSP take modestly longer. Fig. 2(d) shows that for $m/n < 1/10$ the absolute recovery time for problems of size $n = 2^{14}$ in less than 500ms in regions where these algorithms are reliably able to recover the measured vector.

Observation 3.2.2
For the problem class $(S_7, B)$ the algorithm selection map is divided into two regions. (See
Algorithm and never more than 4.5 times the fastest recovery time. (See Fig. 2(h).)

Table I. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for $(DCT; B)$ with $n = 2^{18}$

<table>
<thead>
<tr>
<th>$m/n$</th>
<th>$k$</th>
<th>Algorithm</th>
<th>successes / 1000 tests</th>
<th>fraction of correct support failures</th>
<th>time (ms) successes</th>
<th>iterations successes</th>
<th>convergence rate successes</th>
</tr>
</thead>
<tbody>
<tr>
<td>20811</td>
<td>1000</td>
<td>NIHT</td>
<td>44.1 (± 3.7)</td>
<td>8.8 (± 0.7)</td>
<td>143 ± 174</td>
<td>0.1 ± 0.02</td>
<td>0.1 ± 0.01</td>
</tr>
<tr>
<td>12622</td>
<td>141</td>
<td>NIHT</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>211</td>
<td>CSMPSP</td>
<td>38.4 (± 1.9)</td>
<td>8.8 (± 0.7)</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>253</td>
<td>CSMPSP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>15729</td>
<td>HTP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>2401</td>
<td>CSMPSP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>3601</td>
<td>CSMPSP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>4321</td>
<td>CSMPSP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>10451</td>
<td>HTP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>15676</td>
<td>CSMPSP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
<tr>
<td></td>
<td>18811</td>
<td>HTP</td>
<td>38.4 (± 3.4)</td>
<td>24 ± 2.3</td>
<td>126 ± (± 21.3)</td>
<td>0.5 ± 0.2</td>
<td>0.1 ± 0.02</td>
</tr>
</tbody>
</table>

Fig. 2(b.) CSMPSP has a substantially higher phase transition than the other algorithms, particularly as $m/n$ approaches one. CSMPSP has the least recovery time, or within a small multiple, throughout its recovery region. NIHT has a modestly smaller recovery time than CSMPSP in the majority of its recovery region, with HTP having the least recovery time for the smallest value of $k/m$. For $m/n < 1/2$, NIHT’s recovery time is typically within 2.5 times that of the fastest algorithm and never more than 4.5 times the fastest recovery time. (See Fig. 2(h).)

Obs. 3.2.2 encourages the use of CSMPSP for the problem class $(S_7; B)$; with average recovery times for problems of size $n = 2^{18}$ in under 400ms as depicted in Fig. 2(e). When in the regime well below the phase transition, Obs. 3.2.2 encourages the use of NIHT.

Observation 3.2.3
For the problem class $(DCT; B)$, NIHT is able to reliably successfully recover the measured vector in less time than HTP and CSMPSP for approximately $\frac{1}{2} \rho_{(DCT; B)}(\delta) \lesssim k/m \lesssim \rho_{(DCT; B)}(\delta)$ and $\delta = m/n \lesssim 4/5$. HTP has a smaller recovery time for lower values of values of $k/m$, and CSMPSP has an even lower recovery time as $m/n$ approaches one or $k/m$ approaches zero. (See Fig. 2 (c).) Throughout the recovery region the algorithms have recovery times that are typically within a multiple of five of each other, and often much closer. (See [37, Fig. S7].) For $m/n < .8$, NIHT’s recovery time is always within a multiple of two of the fastest algorithm. (See Fig. 2 (i).)

Obs. 3.2.3 encourages the use of NIHT for the problem class $(DCT; B)$, with the computational time scaling approximately proportional to $n$. NIHT has its greatest recovery time at its phase transition, but even there Fig. 2(f) shows NIHT reliably recovers the measured vector with $n = 2^{20}$ with an average recovery time under 250ms.
## Table II. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for \((N, B)\) with \(n = 2^{12}\)

<table>
<thead>
<tr>
<th>(m)</th>
<th>(k)</th>
<th>Algorithm</th>
<th>successes / 1000 tests</th>
<th>fraction of correct support failures</th>
<th>time (ms) successes</th>
<th>iterations successes</th>
<th>convergence rate successes</th>
</tr>
</thead>
<tbody>
<tr>
<td>577</td>
<td>16</td>
<td>NIHT</td>
<td>0.605 (± 0.300)</td>
<td>0.65 ± 0.91</td>
<td>2.20 ± 5.75</td>
<td>0.580 (± 0.300)</td>
<td>0.303 (± 0.300)</td>
</tr>
<tr>
<td>141.5</td>
<td>1000</td>
<td>HTP</td>
<td>13.5 (± 2.8)</td>
<td>115 ± 115</td>
<td>24 ± 41</td>
<td>1.6 (± 0.7)</td>
<td>2.0 (± 0.8)</td>
</tr>
<tr>
<td>0.670</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.030 (± 0.008)</td>
<td>0.63 ± 0.91</td>
<td>2.8 ± 5.75</td>
<td>0.577 (± 0.300)</td>
<td>0.303 (± 0.300)</td>
</tr>
<tr>
<td>60.9</td>
<td>1000</td>
<td>NSHT</td>
<td>0.12 (± 0.038)</td>
<td>7.4 ± 7.4</td>
<td>7.4 ± 7.4</td>
<td>0.12 (± 0.038)</td>
<td>0.12 (± 0.038)</td>
</tr>
<tr>
<td>0.007</td>
<td>1000</td>
<td>HTP</td>
<td>0.650 (± 0.300)</td>
<td>0.76 ± 0.91</td>
<td>7 ± 8.1</td>
<td>0.31 (± 0.13)</td>
<td>1.1 ± 3.1</td>
</tr>
<tr>
<td>0.025</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.060 (± 0.015)</td>
<td>0.89 ± 0.91</td>
<td>7.2 ± 8.1</td>
<td>0.31 (± 0.13)</td>
<td>1.1 ± 3.1</td>
</tr>
<tr>
<td>23.8</td>
<td>1000</td>
<td>NIHT</td>
<td>0.756 (± 0.118)</td>
<td>49 ± 36</td>
<td>49 ± 36</td>
<td>0.756 (± 0.118)</td>
<td>0.756 (± 0.118)</td>
</tr>
<tr>
<td>0.574</td>
<td>1000</td>
<td>HTP</td>
<td>19.5 (± 3.0)</td>
<td>15 ± 15</td>
<td>15 ± 15</td>
<td>0.574 (± 0.118)</td>
<td>0.574 (± 0.118)</td>
</tr>
<tr>
<td>0.291</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.604 (± 0.300)</td>
<td>19.5 ± 15</td>
<td>15 ± 15</td>
<td>0.574 (± 0.118)</td>
<td>0.574 (± 0.118)</td>
</tr>
</tbody>
</table>

## Table III. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for \((S_7, B)\) with \(n = 2^{16}\)

<table>
<thead>
<tr>
<th>(m)</th>
<th>(k)</th>
<th>Algorithm</th>
<th>successes / 1000 tests</th>
<th>fraction of correct support failures</th>
<th>time (ms) successes</th>
<th>iterations successes</th>
<th>convergence rate successes</th>
</tr>
</thead>
<tbody>
<tr>
<td>656</td>
<td>32</td>
<td>NIHT</td>
<td>0.560 (± 0.115)</td>
<td>3.15 ± 4.9</td>
<td>20 ± 7.5</td>
<td>0.580 (± 0.101)</td>
<td>0.423 (± 0.101)</td>
</tr>
<tr>
<td>0.016</td>
<td>1000</td>
<td>HTP</td>
<td>0.164 (± 0.114)</td>
<td>17 ± 4.9</td>
<td>17 ± 4.9</td>
<td>0.099 (± 0.021)</td>
<td>0.099 (± 0.021)</td>
</tr>
<tr>
<td>0.016</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.010 (± 0.007)</td>
<td>5.3 ± 3.3</td>
<td>5.3 ± 3.3</td>
<td>0.010 (± 0.007)</td>
<td>0.010 (± 0.007)</td>
</tr>
<tr>
<td>1.6</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.375 (± 0.442)</td>
<td>28.8 ± 4.4</td>
<td>38 ± 4.4</td>
<td>0.375 (± 0.442)</td>
<td>0.375 (± 0.442)</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>NSHT</td>
<td>0.12 (± 0.038)</td>
<td>7.4 ± 7.4</td>
<td>7.4 ± 7.4</td>
<td>0.12 (± 0.038)</td>
<td>0.12 (± 0.038)</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>HTP</td>
<td>0.500 (± 0.300)</td>
<td>46 ± 46</td>
<td>46 ± 46</td>
<td>0.500 (± 0.300)</td>
<td>0.500 (± 0.300)</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.060 (± 0.015)</td>
<td>46 ± 46</td>
<td>46 ± 46</td>
<td>0.060 (± 0.015)</td>
<td>0.060 (± 0.015)</td>
</tr>
<tr>
<td>1.6</td>
<td>1000</td>
<td>NIHT</td>
<td>0.756 (± 0.118)</td>
<td>49 ± 36</td>
<td>49 ± 36</td>
<td>0.756 (± 0.118)</td>
<td>0.756 (± 0.118)</td>
</tr>
<tr>
<td>0.291</td>
<td>1000</td>
<td>HTP</td>
<td>19.5 (± 3.0)</td>
<td>15 ± 15</td>
<td>15 ± 15</td>
<td>0.291 (± 0.13)</td>
<td>1.1 ± 3.1</td>
</tr>
<tr>
<td>0.144</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.014 (± 0.007)</td>
<td>5.3 ± 3.3</td>
<td>5.3 ± 3.3</td>
<td>0.014 (± 0.007)</td>
<td>0.014 (± 0.007)</td>
</tr>
<tr>
<td>1.6</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.613 (± 0.038)</td>
<td>37 ± 3.8</td>
<td>37 ± 3.8</td>
<td>0.613 (± 0.038)</td>
<td>0.613 (± 0.038)</td>
</tr>
<tr>
<td>0.1</td>
<td>1000</td>
<td>HTP</td>
<td>1.000 (± 0.050)</td>
<td>150 ± 50</td>
<td>150 ± 50</td>
<td>0.020 (± 0.011)</td>
<td>0.020 (± 0.011)</td>
</tr>
<tr>
<td>0.020</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.300 (± 0.244)</td>
<td>50 ± 4.8</td>
<td>50 ± 4.8</td>
<td>0.300 (± 0.244)</td>
<td>0.300 (± 0.244)</td>
</tr>
<tr>
<td>1.1</td>
<td>1000</td>
<td>NIHT</td>
<td>0.150 (± 0.224)</td>
<td>65 ± 11</td>
<td>11 ± 11</td>
<td>0.144 (± 0.108)</td>
<td>0.144 (± 0.108)</td>
</tr>
<tr>
<td>0.069</td>
<td>1000</td>
<td>HTP</td>
<td>121 ± 20</td>
<td>120 ± 20</td>
<td>120 ± 20</td>
<td>121 ± 20</td>
<td>121 ± 20</td>
</tr>
<tr>
<td>0.010</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.309 (± 0.244)</td>
<td>50 ± 4.8</td>
<td>50 ± 4.8</td>
<td>0.300 (± 0.244)</td>
<td>0.300 (± 0.244)</td>
</tr>
<tr>
<td>1.1</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.300 (± 0.244)</td>
<td>50 ± 4.8</td>
<td>50 ± 4.8</td>
<td>0.300 (± 0.244)</td>
<td>0.300 (± 0.244)</td>
</tr>
<tr>
<td>0.020</td>
<td>1000</td>
<td>HTP</td>
<td>1.000 (± 0.050)</td>
<td>150 ± 50</td>
<td>150 ± 50</td>
<td>0.020 (± 0.011)</td>
<td>0.020 (± 0.011)</td>
</tr>
<tr>
<td>0.009</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.868 (± 0.244)</td>
<td>80 ± 4.8</td>
<td>80 ± 4.8</td>
<td>0.868 (± 0.244)</td>
<td>0.868 (± 0.244)</td>
</tr>
<tr>
<td>1.1</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.300 (± 0.244)</td>
<td>50 ± 4.8</td>
<td>50 ± 4.8</td>
<td>0.300 (± 0.244)</td>
<td>0.300 (± 0.244)</td>
</tr>
<tr>
<td>0.020</td>
<td>1000</td>
<td>HTP</td>
<td>1.000 (± 0.050)</td>
<td>150 ± 50</td>
<td>150 ± 50</td>
<td>0.020 (± 0.011)</td>
<td>0.020 (± 0.011)</td>
</tr>
<tr>
<td>0.009</td>
<td>1000</td>
<td>CSMPSP</td>
<td>0.868 (± 0.244)</td>
<td>80 ± 4.8</td>
<td>80 ± 4.8</td>
<td>0.868 (± 0.244)</td>
<td>0.868 (± 0.244)</td>
</tr>
</tbody>
</table>

### 3.3. Variance of algorithm recovery behavior: \((Mat, B)\)

**Claim 3 (Algorithm variability: binary vectors without noise)**

Within the recovery region for each of NIHT, HTP, and CSMPSP, and the problem class \((Mat, B)\) with \(Mat \in \{N, S_7, DCT\}\), at any \((k, m, n)\) with \(m\) and \(n\) fixed, the variability of the following

\[\text{fraction of correct support failures} = \frac{1}{2} \times \text{successes} \times \frac{1}{2} \times \text{iterations} \times \text{convergence} \]
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algorithm performance characteristics decreases as \( \rho = k/m \) decreases: fraction of support set identified, time for recovery, iterations, and asymptotic convergence rate. (See Tabs. I–III.)

The low variability of the asymptotic convergence rate is to be expected from the concentration of eigenvalues of the random matrix ensembles tested. The low variability of the number of iterations and fraction of correct support set suggests that the algorithms tested are likely to be identifying approximately the same fraction of the correct support set per iteration. This behavior is established by testing the algorithms for large numbers of problem instances for a given problem size \((k, m, n)\). In particular, for \(m, n\) fixed, variability decreases as \(k\) decreases. Recall from Sec. 2.1, for each problem size \((k, m, n)\) one thousand problem instances were tested for each line of Tabs. I–III.

For problem classes \((DCT, B), (N, B), (S_7, B)\) Tabs. I, II, and III respectively present the average and standard deviation of algorithm characteristics: fraction of correct support set identified for both successes and failures, and recovery time, number of iterations, and convergence rates for successes. Some apparent discrepancies exist when the algorithm has succeeded on less than 1000 of the 1000 problem instances; this indicates the problem size \((k, m, n)\) is near the algorithm’s phase transition. For all three algorithms, the concentration about the mean of each of the performance characteristics intensifies as \(\rho = k/m\) decreases below the phase transition.

The low variance of the algorithm characteristics in regions where they recover the measured vector allow for highly reliable conclusions to be drawn on the performance of the tested hard thresholding algorithms in their regions of applicability. This consistent behavior is an important aspect of the reliability of the claims and observations in this manuscript. Moreover, they inform a practitioner that the algorithm can be expected to perform consistently for problem instances from the same class and similar problem sizes.

4. ALGORITHM PERFORMANCE FOR PROBLEM CLASS \((Mat, B_ε)\)

This section expands the empirical investigation to consider the effects of noise by studying problem classes \((Mat, B)\) and \((Mat, B_ε)\). Secs. 4.1, 4.2, and 4.3 are aligned with Secs. 3.1, 3.2, and 3.3, respectively. Sec. 5 extends the analysis further to the vector ensembles \(\{U_ε, N_ε\}\).

Recall from Sec. 2.2 that this section considers the slightly relaxed definition of success given by (6), rather than (4) considered in the previous section. For \(Mat \in \{S_7, DCT\}\), the tests are conducted with \(n = 2^{17}\) and for \(Mat = N\) with \(n = 2^{13}\). Though various other noise levels were tested, this manuscript studies the moderate noise level \(\epsilon = 1/10\) as representative of the impact on the algorithms of non adversarial, additive noise. For smaller noise levels, the recovery phase transition curves are nearly identical to the recovery phase transition curves without noise. For somewhat larger noise levels, the success condition (6) fails to adequately identify when an algorithm identifies a suitable fraction of the support set.

4.1. Regions of high probability of recovery in the presence of noise: \((Mat, B_ε)\)

Claim 4 (Algorithm recovery: effects of moderate noise \((\epsilon = 1/10)\))

For \(m \ll n\), the recovery phase transitions for algorithms NIHT, HTP, and CSMPSP decrease insubstantially for moderate levels of noise, \(\epsilon = 1/10\) for all but \(\delta\) near one, across all problem classes \((Mat, vec)\) with \(Mat \in \{DCT, N, S_7\}\) and \(vec \in \{B, B_ε\}\). The phase transition curves for problem classes \((Mat, B_ε)\) and \((Mat, B)\) are similar throughout the phase space. The relative \(ℓ_2\) error of the recovered vectors scales with the noise level. (See Fig. 3.)

In this section we study the effect of noise on the greedy algorithms by studying the problem classes \((Mat, B)\) and \((Mat, B_ε)\) for all matrix ensembles. As detailed in Sec. 2.2 the algorithms attempt to find the vector \(x\) from the information \(y = Ax + e\) where \(e\) is drawn uniformly from the sphere of radius \(\epsilon \|Ax\|_2\). For vector ensemble \(B\) we set \(\epsilon = 0\) to eliminate additive noise and for vector ensemble \(B_ε\) we set \(\epsilon = 1/10\). In other words, the vector ensemble \(B_ε\) consists of noisy measurements of binary signals with a signal-to-noise ratio equal to 10. This section performs a parallel analysis to that in Sec. 3.1 by describing the effect of noise on the region of successful
50% phase transition curve for NIHT for \((\mathcal{N}, B_\epsilon)\) with \(n = 2^{13}\)

50% phase transition curve for HTP for \((\mathcal{N}, B_\epsilon)\) with \(n = 2^{17}\)

50% phase transition curve for CSMPSP for \((\mathcal{S}_7, B_\epsilon)\) with \(n = 2^{17}\)

50% phase transition curve for NIHT for \((DCT, B_\epsilon)\) with \(n = 2^{13}\)

50% phase transition curve for HTP for \((DCT, B_\epsilon)\) with \(n = 2^{17}\)

50% phase transition curve for CSMPSP for \((DCT, B_\epsilon)\) with \(n = 2^{17}\)

Figure 3. 50% recovery probability logistic regression curves for \(\text{vec} = B_\epsilon\) with \(\epsilon = 0\) and \(\epsilon = 1/10\). Algorithms: (a-c) NIHT, (d-f) HTP, and (g-i) CSMPSP. Left Panels: \(Mat = \mathcal{N}\) with \(n = 2^{13}\); Center Panels: \(Mat = \mathcal{S}_7\) with \(n = 2^{17}\); Right panels: \(Mat = DCT\) with \(n = 2^{17}\).

recovery. Claim 4 is supported by Obs. 4.1.1 and 4.1.2. The modest reduction in the recovery phase transitions show that the algorithms are stable to noise when using the success condition (6) suggested by the analysis of the worst case behavior of these algorithms. The aforementioned prior analysis is valid only for \(k/m\) much smaller that the values presented here, with Claim 4 stating its wider observed applicability.

**Observation 4.1.1**

With \(\epsilon = 1/10\), \(alg \in \{\text{NIHT, HTP, CSMPSP}\}\), and \(Mat \in \{\mathcal{N}, \mathcal{S}_7, DCT\}\) the phase transition curves \(p_{alg}^{(Mat, B_\epsilon)}(\delta)\) and \(p_{alg}^{(Mat, B_\epsilon)}(\delta)\) are within 0.01 of each other for \(\delta = m/n < 1/3\). The region of successful recovery for problem class \((Mat, B_\epsilon)\) is the overwhelming majority of the successful recovery regions for problem class \((Mat, B)\). (See Fig. 3.)
Observation 4.1.1 describes what is commonly referred to as a “stability to noise” of the recovery phase transition. Each of these algorithms has a theoretical sufficient condition based on the restricted isometry property which guarantees the relative $\ell_2$ recovery error is bounded by a factor scaling with the noise level $\epsilon$. While these sufficient conditions are incredibly pessimistic in the values of $k$ for which they are applicable [29, 30], Obs. 4.1.1 demonstrates all three algorithms’ recovery errors are proportional to the noise level $\epsilon$ in the majority of problem instances within the noiseless recovery region.

Observation 4.1.2
For $\epsilon = 1/10$ and $Mat \in \{\mathcal{N}, \mathcal{S}_7, \text{DCT}\}$, the relationships between the phase transition curves for NIHT, HTP, and CSMPSP for problem class $(Mat, B_\epsilon)$ are consistent with Observations 3.1.2 and 3.1.1. (See Figs. 1 and 4.)

As the recovery phase transition curves for $(Mat, B_\epsilon)$ track closely with the related recovery phase transition from $(Mat, B)$, the relative positioning of the moderate noise recovery phase transitions remain the same as the noise free case. Observation 4.1.2 states that the algorithms’ regions of successful recovery in the presence of noise share the same inclusion relationships as those without noise. While analogous results on the locations of the recovery phase transition curves for greedy algorithms have been reported in previous work [32, 33] and for noisy measurements with the Approximate Message Passing algorithm [20], this appears to be the first report on recovery phase transitions for greedy algorithms for noisy measurements.

4.2. Average time for recovery and algorithm selection maps in the presence of noise: $(Mat, B_\epsilon)$

Claim 5 (Algorithm selection: sparse binary vectors with moderate noise ($\epsilon = 1/10$))
Across the problem classes $(Mat, B_\epsilon)$ contaminated by moderate noise ($\epsilon = 1/10$) and $Mat \in \{\mathcal{N}, \mathcal{S}_7, \text{DCT}\}$, NIHT recovers vectors in less time than HTP or CSMPSP throughout the overwhelming majority of the phase space. (See Fig. 5.) Moreover, when NIHT is not the fastest algorithm and $m/n < 1/2$, NIHT never requires more than 10% more time than that of HTP or CSMPSP. (See [37, Sec. S4.2].)

Though the relationships between the recovery regions change little with the inclusion of moderate noise, the noise has a profound effect on the relationships of other performance characteristics of these algorithms. Claim 5 states that, in terms of average recovery time, the projection based methods HTP and CSMPSP are more significantly degraded by the presence of noise than the steepest descent based method NIHT. Plots of ratios of recovery times presented in [37] show that HTP and CSMPSP often take more than 10 times longer than NIHT to recover the
For the problem class \((\text{Mat}, B_e)\) with \(\epsilon = 1/10\) and \(\text{Mat} \in \{N, S_7, DCT\}\), NIHT is able to reliably successfully recover the measured vector in the least time throughout the region where multiple algorithms are able to reliably recover the measured vectors. Due to its higher recovery phase transition, CSMPSP is the fastest algorithm throughout the region where it is the only algorithm able to successfully recover the measured vector. For the problem class \((S_7, B_e)\), as \(m/n\) approaches zero HTP recovers the vector in the least time. (See Fig. 5.) Moreover, NIHT is often 10 to 40 times faster than HTP and CSMPSP, and for \(m/n < 1/2\) the recovery time for NIHT is never more than 2 times that of the fastest algorithm. (See [37, Sec. S4.2].)

Observation 4.2.1

Observation 4.2.1 encourages the use of NIHT for problems where noise is present. In specific cases where the problem dimensions fall outside of the recovery region for NIHT, CSMPSP is recommended. Furthermore, Fig. 5(d-f) indicate that noisy measurements of a signal from \(\text{vec} = B_e\) with \(\epsilon = 1/10\) and \(n = 2^{17}\) can be recovered in under 60ms for \(\text{Mat} = DCT\) and under 200ms for \(\text{Mat} = S_7\). When using the dense matrices from \(\text{Mat} = N\), a noisy signal from \(B_e\) with \(n = 2^{13}\) can be recovered by NIHT in less than 200ms when \(m/n < 0.3\) and \(k/m < \rho_{(N,B_e)}^{n_{\text{NIHT}}}(m/n)\).
Table IV. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for $(DCT,B_e)$ for $\epsilon = 1/10$ with $n=2^{18}$

<table>
<thead>
<tr>
<th>$k/m$</th>
<th>Algorithm</th>
<th>$10^3$</th>
<th>Successes</th>
<th>Fraction of Correct Support</th>
<th>$10^-3$</th>
<th>Time (ms)</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NIHT</td>
<td>0.903</td>
<td>0.003</td>
<td>0.853 (± 0.009)</td>
<td>56.5</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HTP</td>
<td>0.844</td>
<td>0.001</td>
<td>0.828 (± 0.012)</td>
<td>65.3</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CSMPSP</td>
<td>0.686</td>
<td>0.001</td>
<td>0.664 (± 0.017)</td>
<td>20.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>20015</td>
<td>NIHT</td>
<td>0.394</td>
<td>0.002</td>
<td>0.392 (± 0.003)</td>
<td>48.0</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HTP</td>
<td>0.364</td>
<td>0.002</td>
<td>0.342 (± 0.001)</td>
<td>41.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CSMPSP</td>
<td>0.205</td>
<td>0.012</td>
<td>0.205 (± 0.012)</td>
<td>31.4</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>35332</td>
<td>NIHT</td>
<td>0.205</td>
<td>0.002</td>
<td>0.204 (± 0.003)</td>
<td>48.0</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HTP</td>
<td>0.091</td>
<td>0.002</td>
<td>0.091 (± 0.001)</td>
<td>25.6</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CSMPSP</td>
<td>0.016</td>
<td>0.002</td>
<td>0.015 (± 0.001)</td>
<td>3.5</td>
<td>1.6</td>
<td></td>
</tr>
</tbody>
</table>

4.3. Variance of algorithm recovery behavior in the presence of noise: $(Mat,B_e)$

Claim 6 (Algorithm variability: sparse binary vectors with moderate noise ($\epsilon = 1/10$))

Within the recovery region for each of NIHT, HTP, and CSMPSP, and the problem class $(Mat,B_e)$ with $\epsilon = 1/10$ and $Mat \in \{N, S_T, DCT\}$, at any $(k, m, n)$ with $m$ and $n$ fixed, the variability of the following algorithm performance characteristics decreases as $\rho = k/m$ decreases: fraction of support set identified, time for recovery, and iterations. (See Tabs. IV–VI.)

Claim 6 is supported by the data in Tabs. IV–VI. While the noise effects the magnitudes of the timings and iterations, the algorithms continue to exhibit a predictable, repeated behavior for successful recovery for a specific problem instance $(Mat, vec)$ and $(k, m, n)$. Larger standard deviations relative to the mean are observed when the algorithm has failed to recovery some of the 1000 problems tested indicating the problem size is near the recovery phase transition. The variability of these performance characteristics will decrease as $\rho = k/m$ decreases. Recall from Sec. 2.2 that the problem sizes $(k, m, n)$ in Tabs. IV–VI were chosen to match those in Tabs. I–III and do not necessarily fall into the recovery regions for moderate noise.

5. ALGORITHM PERFORMANCE FOR PROBLEM CLASSES $(Mat,N_e)$ AND $(Mat,U_e)$

The empirical investigation now expands to include the sparse vector ensembles $\{B,U,N,B_e,U_e,N_e\}$. For this set of vector ensembles, an analysis similar to that performed in Secs. 3 and 4 will produce recovery phase transitions, algorithm selection maps, ratios of recovery time to the fastest algorithm, and information about the concentration of performance characteristics for the algorithms. The total combinations result in more information than can be readily presented in a single article. Here we focus on the case of measurements corrupted by

Copyright © J.D. Blanchard and J. Tanner. (0000)
### Table V. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for $(N', B_r)$ for $\epsilon = 1/10$ with $n = 2^{12}$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$k$</th>
<th>Algorithm</th>
<th>successes / 1000 tests</th>
<th>fraction of correct support successes</th>
<th>time (ms)</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td></td>
<td>NIHT</td>
<td>1000 (\pm 0)</td>
<td>9.5 (\pm 0.3)</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>246</td>
<td></td>
<td>HTP</td>
<td>1000 (\pm 0)</td>
<td>9.5 (\pm 0.3)</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>28</td>
<td></td>
<td>CSMPSP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>34</td>
<td></td>
<td>NIHT</td>
<td>642 (\pm 0.010)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>37</td>
<td></td>
<td>HTP</td>
<td>674 (\pm 0.010)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>401</td>
<td>56</td>
<td>CSMPSP</td>
<td>825 (\pm 0.010)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>115</td>
<td>56</td>
<td>NIHT</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>410</td>
<td></td>
<td>HTP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>410</td>
<td></td>
<td>CSMPSP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>67</td>
<td></td>
<td>NIHT</td>
<td>9.5 (\pm 0.3)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>1178</td>
<td>230</td>
<td>HTP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>275</td>
<td></td>
<td>CSMPSP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>153</td>
<td></td>
<td>HTP</td>
<td>9.5 (\pm 0.3)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
<tr>
<td>1178</td>
<td></td>
<td>CSMPSP</td>
<td>1000 (\pm 0)</td>
<td>0.32 \pm 0.032</td>
<td>4.2 (\pm 0.2)</td>
<td>103 (\pm 1.2)</td>
</tr>
</tbody>
</table>

### Table VI. Average and standard deviation of performance characteristics for NIHT, HTP, and CSMPSP for $(S_r, B_r)$ for $\epsilon = 1/10$ with $n = 2^{16}$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$k$</th>
<th>Algorithm</th>
<th>successes / 1000 tests</th>
<th>fraction of correct support successes</th>
<th>time (ms)</th>
<th>iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td></td>
<td>NIHT</td>
<td>906 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>656</td>
<td></td>
<td>HTP</td>
<td>1000 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>CSMPSP</td>
<td>372 (\pm 0.0042)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>305</td>
<td></td>
<td>NIHT</td>
<td>4 (\pm 0.0006)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>3933</td>
<td>458</td>
<td>HTP</td>
<td>997 (\pm 0.00064)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>549</td>
<td></td>
<td>CSMPSP</td>
<td>996 (\pm 0.000151)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>589</td>
<td></td>
<td>NIHT</td>
<td>266 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>6554</td>
<td>883</td>
<td>HTP</td>
<td>224 (\pm 0.000133)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>1060</td>
<td></td>
<td>CSMPSP</td>
<td>995 (\pm 0.000287)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>2460</td>
<td></td>
<td>NIHT</td>
<td>900 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>18833</td>
<td>690</td>
<td>HTP</td>
<td>1000 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>690</td>
<td></td>
<td>CSMPSP</td>
<td>992 (\pm 0.000375)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
<tr>
<td>4428</td>
<td></td>
<td>HTP</td>
<td>900 (\pm 0)</td>
<td>0.85 (\pm 0.075)</td>
<td>13.6 (\pm 2.3)</td>
<td>19 (\pm 3.4)</td>
</tr>
</tbody>
</table>

additive noise which is more likely to present itself in applications and present recovery phase transition curves and algorithm selection maps. Additional data is presented in the supplementary material [37, Sec. S5].
50% phase transition curves for NIHT for \((S^7, vec)\) \(\epsilon = 0.1, n=2^{13}\)

50% phase transition curves for HTP for \((S^7, vec)\) \(\epsilon = 0.1, n=2^{17}\)

50% phase transition curves for CSMPSP for \((DCT, vec)\) \(\epsilon = 0.1, n=2^{17}\)

Figure 6. 50% recovery probability logistic regression curves for \(vec \in \{B, U, N\}\) with \(\epsilon = 1/10\) for (a-c) NIHT, (d-f) HTP, and (g-i) CSMPSP. Left panels: \(Mat = N\) with \(n = 2^{13}\); Center panels: \(Mat = S_7\) with \(n = 2^{17}\); Right panels: \(Mat = DCT\) with \(n = 2^{17}\).

**Claim 7** (Recovery regions: alternate vector ensembles)

For NIHT, HTP, and CSMPSP with \(Mat \in \{N, S_7, DCT\}\), the recovery phase transition for problem classes \((Mat, U)\) and \((Mat, N)\) are substantially higher than the phase transitions for the problem class \((Mat, B)\) for \(m/n < 0.5\). (See Fig. 6.) For problem classes \((Mat, vec)\) with \(vec \in \{N, U, B\}\), the recovery phase transition curves for NIHT and HTP are similar to each other with at least one superior to CSMPSP. (See Fig. 7.)

There have been several cases [31, 32, 33] where it has been shown that of all problem classes \((N, vec)\), \(vec = B\) is the most challenging vector ensemble for greedy algorithms. These previous results are extended to the setting of noisy measurements and the matrix ensembles \(DCT\) and \(S_7\) through Claim 7. Claim 7 is supported by Observation 5.0.1–5.0.3 and the data presented in Figs. 6.
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and 7. Figure 6 depicts this behavior for the three matrix ensembles where the recovery phase transition curves for NIHT, HTP, and CSMPSP are plotted for \( \epsilon = 1/10 \) and algorithms NIHT, HTP, and CSMPSP. (a-c) \( \epsilon = N_c \), (d-f) \( \epsilon = U_c \).

Figure 7. 50\% recovery probability logistic regression curves for problem classes \((\text{Mat, vec})\) for \( \epsilon \in \{N_c, U_c\}\) with noise \( \epsilon = 1/10 \) and algorithms NIHT, HTP, and CSMPSP. (a-c) \( \epsilon = N_c \), (d-f) \( \epsilon = U_c \).

1. Figure 6 depicts this behavior for the three matrix ensembles where the recovery phase transition curves for NIHT, HTP, and CSMPSP are plotted for \( \epsilon \) from the sparse vector ensembles \( \{B_c, U_c, N_c\}\).

Observation 5.0.1
For moderate noise \( \epsilon = 1/10 \) and across all problem classes \((\text{Mat, vec})\) with \( \epsilon \in \{B_c, U_c, N_c\}\), the recovery phase transitions for the sparse vector ensemble \( B_c \) is typically lower than for \( U_c \) and \( N_c \). Specifically: for all \( \text{Mat} \in \{N_c, S_7, DCT\} \), \( \rho_{\text{alg}}^{\text{NIHT}}(\delta) \approx \rho_{\text{alg}}^{\text{HTP}}(\delta) > \rho_{\text{alg}}^{\text{CSMPSP}}(\delta) \) for NIHT and HTP and with \( \delta = m/n \in (0, 1) \) and for CSMPSP with \( \delta \in (0, 1/2) \). (See Fig. 6.)

The relative positions of the recovery phase transitions of NIHT, HTP, and CSMPSP for the problem classes \((\text{Mat, vec})\) for \( \text{Mat} \in \{N_c, S_7, DCT\} \) and \( \epsilon \in \{U_c, N_c\} \) are identified in Obs. 5.0.2 and 5.0.3 and displayed in Fig. 7. Relationships between the recovery regions similar to those depicted in Fig. 7 persist for the noiseless setting \( \epsilon \in \{U_c, N_c\} \) [37].

Observation 5.0.2
For moderate noise \( \epsilon = 1/10 \) and problem classes \((\text{Mat}, N_c)\) with \( \text{Mat} \in \{N_c, S_7\} \), and \( \delta \in [1/20, 1/2] \), the recovery phase transitions for NIHT and HTP have phase transition curves within 0.02 of each other. HTP has a noticeably higher phase transition curve than NIHT for the problem class \((DCT, N_c)\). (See Fig. 7(a-c).)

Observation 5.0.3
For moderate noise \( \epsilon = 1/10 \) and problem classes \((\text{Mat}, U_c)\) with \( \text{Mat} \in \{N_c, S_7, DCT\} \), and \( \delta \in [1/20, 1/2] \)
Figure 8. Algorithm selection maps for alternate vector distributions with noise $\epsilon = 1/10$. (a-c) $vec = N_\epsilon$, (d-f) $vec = U_\epsilon$. Left panels: $Mat = N$ with $n = 2^{13}$; Center panels: $Mat = S_7$ with $n = 2^{17}$; Right panels: $Mat = DCT$ with $n = 2^{17}$.

In the regime $[1/20, 1/2]$, the recovery phase transitions for NIHT and HTP have phase transition curves within 0.02 of each other. For $(N, U_\epsilon)$ and $(S_7, U_\epsilon)$ and $\delta \in [1/20, 1/4]$, the recovery phase transitions for NIHT, HTP, and CSMPSP have phase transition curves within 0.02 of each other, but as $\delta$ exceeds approximately $1/2$ the recovery phase transition for CSMPSP falls below those of NIHT and HTP. (See Fig. 7(d-f).)

Important information omitted from identifying the location of the recovery phase transitions is resolved by identifying which algorithm boasts the smallest time for successful recovery. Claim 8 summarizes these selection maps and is supported by Obs. 5.0.6–5.0.5.

**Claim 8 (Algorithm selection maps; alternate vector ensembles in the presence of noise)**

For the problem classes $(Mat, vec)$ with $vec \in \{U_\epsilon, N_\epsilon\}$, NIHT is able to reliably recover the measured vector in less time than HTP or CSMPSP through the majority of the recovery region. For the matrix ensemble $S_7$, HTP is able to reliably recover the measured vector in less time than NIHT or CSMPSP in the extreme undersampling regime of $\delta = m/n < 1/10$. For the matrix ensemble $DCT$, NIHT requires the least time for $\delta < 1/2$ while HTP and CSMPSP require less time for $\delta > 1/2$. (See Fig. 8.)

Summary information regarding algorithm selection is given by Obs. 5.0.4, 5.0.5, and 5.0.6 for each matrix ensemble $N$, $S_7$, and $DCT$, respectively. The algorithm selection maps for problem classes $(Mat, vec)$ with $vec \in \{U_\epsilon, N_\epsilon\}$ appear in Fig. 8. Plots of the fastest recovery time and ratios of the algorithms recovery time to the fastest recovery time are available in the supplementary material [37].
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**Observation 5.0.4**

For the problem classes $(\mathcal{N}, U_\epsilon)$ or $(\mathcal{N}, N_\epsilon)$ with $\epsilon = 1/10$, NIHT reliably recovers the measured vector in less time than HTP or CSMPSP throughout the overwhelming majority of the phase space with two exceptions. HTP has the least recovery as $\rho = k/m$ approaches the recovery phase transition for HTP, $\rho^{htp}_{(N,vec_\epsilon)}(\delta)$. CSMPSP recovers the measured vector in the least time for $\delta = m/n \leq 0.002$. Throughout its recovery region, NIHT never requires more than 1.4 times the fastest recovery time. (See Fig. 8 (Left Panels)) and [37, Sec. S5.2].

**Observation 5.0.5**

For the problem classes $(\mathcal{S}_\epsilon, U_\epsilon)$ or $(\mathcal{S}_\epsilon, N_\epsilon)$ with $\epsilon = 1/10$, HTP reliably recovers the measured vector in the least amount of time for $k/m \leq \rho^{htp}_{(S_\epsilon,vec_\epsilon)}(\delta)$ with $\delta \leq 0.1$. NIHT reliably recovers the measured vector in the least time for $\delta \geq 0.1$ and never requires more than 2 times the fastest recovery time for $\delta \in (0, 1)$. (See Fig. 8 (Center Panels) and [37, Sec. S5.2].)

**Observation 5.0.6**

For the problem classes $(DCT, U_\epsilon)$ or $(DCT, N_\epsilon)$ with $\epsilon = 1/10$, NIHT reliably recovers the measured vector in the least amount of time for $k/m \leq \rho^{niht}_{(DCT,vec_\epsilon)}(\delta)$ with $\delta \leq 1/2$, and never requires more than 3 times the fastest recovery time. For $\delta \leq 1/2$, HTP and CSMPSP have mean recovery times 5 to 10 times larger than the average recovery time for NIHT; though for $\delta > 1/2$ HTP and CSMPSP require the least time. (See Fig. 8 (Right Panels) and [37, Sec. S5.2].)

Observations 5.0.4–5.0.6 coupled with Obs. 4.2.1 provide convincing evidence that when recovering vectors from measurements contaminated with a moderate level of noise, NIHT is the algorithm of choice. Restricting attention to the region of the phase space with at least two times undersampling, $m/n < 1/2$, NIHT generally recovers a vector from noise contaminated measurements faster than the other two algorithms. Importantly, the exceptions to this rule are clearly identified in Obs. 5.0.4–5.0.6 and 4.2.1. In particular, for matrix ensemble $S_\epsilon$ and $m/n < 0.1$, HTP is the algorithm of choice when recovering vectors from measurements contaminated with a moderate level of noise.

### 6. CONCLUSION

In compressed sensing one seeks to identify both a measurement process of a $k$ sparse vector that requires very few measurements and a computationally efficient recovery algorithm which will identify the measured vector. In this paper, previous empirical studies identifying the recovery regions for a particular problem class have been extended to include alternate vector ensembles and the effects of noise. As the problem instances approach the recovery phase transition curve, the convergence of the iterative algorithms can be arbitrarily slow. Therefore, a practitioner needs to identify the number of measurements required to push the ratio $k/m$ into the algorithms’ recovery regions. Often, this results in a problem size where multiple algorithms will reliably return the correct solution. This paper focuses on distinguishing the performance of the algorithms, particularly in the regions where multiple algorithms typically succeed. The algorithm selection maps included in this paper inform practitioners and theorists of the algorithm that is able to reliably recover the measured vector in the least computation time. Furthermore, the concentration of performance characteristics for each algorithm tells practitioners that an algorithm will have consistent, predictable behavior and provides a foundation for the observations and claims made by this article.

The algorithm selection maps also highlight possible areas of future algorithm development. The algorithms NIHT, HTP, and CSMPSP have a high fraction of their recovery regions in common, with this more pronounced for smaller values of $m/n$. In these regions where all of the algorithms are able to recover the measured vector, it is typically NIHT that is able to do so in the least time. The data suggests this is a consequence of early iterations in HTP and CSMPSP performing excessive computations to determine the nonzero values for a currently estimated support, followed by abruptly changing the support set. However, the data also suggests this inefficiency of the early
iterations of HTP and CSMPSP is nearly overcome by their fast asymptotic rate, which follows in part from their implementation with the conjugate gradient method. These observations suggest the possibility of an algorithm that would be superior to all of the algorithms tested here by better balancing the low per iteration complexity of NIHT and the fast asymptotic rates of HTP and CSMPSP.

This manuscript is quantitative where precise statements provide valuable information and is qualitative for statements where further precision is of limited value. Highly quantitative statements can be readily obtained by performing a large number of tests for a given problem instance, and the software, GAGA \cite{34, 35}, is designed to handle such large-scale testing. However, many of the most interesting observations in this paper would not be substantially more informative when made more quantitative. The algorithm selection maps identify the fastest algorithm and the associated recovery time ratios provide a general idea of how each algorithm compares to the fastest; a precise identification of this ratio is of secondary importance. Claims 1–8 provide a general summary of the substantial amount of data contained in this manuscript. These claims are informed by the more specific observations from Secs. 3–5 and the supplementary material \cite{37}. Conducting additional performance comparisons for other algorithms and formally testing hypotheses regarding algorithm behavior can be readily accomplished using GAGA \cite{34, 35} and is slated for future work.
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S1. INTRODUCTION TO SUPPLEMENTARY MATERIAL

This manuscript contains supplementary material for the article “Performance Comparisons of Greedy Algorithms for Compressed Sensing” by J.D. Blanchard and J. Tanner. The sections in this supplementary document are aligned with the sections in the main article; in some cases, section numbers are skipped in order to maintain the alignment with the main article. The sections, figures, and observations in the supplementary material are prefixed with the letter S. All references to numbers without the S prefix refer to the main article. This supplementary document is outlined as follows.

S2. In Sec. 2, the stopping criteria, definition of success, and logistic regression for defining the recovery phase transition curves are described. This supplementary section provides additional information supporting the choices made for the experimental set-up including justification of the stopping criteria and measure of success, and a definition of the logistic regression employed to determine the recovery phase transitions.

S3. This supplementary section provides supporting information to Sec. 3.

S3.1. In Sec. 3, data is presented for the largest value of \(n\) tested for each matrix ensemble. Section S3.1 includes additional information showing that these findings are consistent for smaller values of \(n\) and depicts the concentration of the phase transitions as \(n\) increases.

S3.2. In Sec. 3, Fig. 2 contains algorithm selection maps, fastest recovery times, and example timing ratio plots for the largest value of \(n\) tests. The omitted algorithm timing ratios at the largest values of \(n\) are presented here in Sec. S3.2a. Section S3.2b includes algorithm selection maps with fastest recovery times for smaller values of \(n\) which depict a consistent algorithm selection as \(n\) changes.

S4. This supplementary section provides supporting information for Sec. 4.

S4.2. Section 4.2 presents algorithm selection maps and fastest recovery time plots for the problem class \((\text{Mat}, B_e)\). This supplementary section presents ratios of the recovery time for NIHT, HTP, and CSMPSP to the fastest recovery time.

S5. This supplementary section provides supporting information for Sec. 5.

S5.1. In Sec. 5 data is presented for the sparse vector ensembles \(U_\epsilon\) and \(N_\epsilon\) with \(\epsilon = 1/10\). Section S5.1 provides additional observations and a similar performance analysis for noiseless setting with sparse vector ensembles \(U\) and \(N\).

S5.2. This supplementary section includes the ratios of the recovery times for NIHT, HTP, and CSMPSP versus the fastest recovery time for the problem classes \((\text{Mat}, vec)\) with \(vec \in \{U_\epsilon, N_\epsilon\}\) which were omitted from Sec. 5.

S6. This supplementary section investigates the role of the number of nonzeros per column in the sparse matrix ensemble \(S_p\). The main article focuses on the sparse matrix ensemble \(S_7\). This section discusses the selection of \(p = 7\) including comparisons of recovery phase transition curves for the matrix ensembles \(S_p\) with \(p = 4, 7, 13\) and information demonstrating that consistent performance is observed for the problem classes \((S_4, vec)\) with \(vec \in \{B, U, N, B_e, U_\epsilon, N_\epsilon\}\).

∗JDB was supported by NSF DMS 1112612 and NSF OISE 0854991.
†JT was supported by an Nvidia Professor Partnership.
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S2. EXPERIMENTAL SET-UP

Justification of Stopping Criteria  The stopping criteria described in Sec. 2 were chosen based on extensive testing. Figure S1 depicts the $\ell_\infty$ error for every problem instance tested on the problem class $(\text{Mat}, B)$. This includes the errors for every algorithm (NIHT, HTP, and CSMPSP) and every matrix ensemble $(\text{Mat} \in \{N, S_7, DCT\})$ for the sparse vector ensemble $B$, a total of more than 1.5 million tests. This plot of $\ell_\infty$-error versus iterations indicates that the stopping criteria and the definition of success (4) combine to provide a clear separation of $\|\hat{x} - x\|_\infty$ in problem instances between $10^{-3}$ and $1$. This lack of intermediate values indicated the stopping criteria has not prematurely stopped problem instances where the error has been reduced from that of the initial guess of the zero vector. More precisely, less than 1 in 1,300 problem instances shown in Fig. S1 have $\|\hat{x} - x\|_\infty$ between $10^{-3}$ and $1$. In fact, for this set of more than 1.5 million tests, there are no problem instances with $\|\hat{x} - x\|_\infty$ between $10^{-2.6}$ and $10^{-0.6}$.

![Figure S1. Separation of $\|\hat{x} - x\|_\infty$ error vs iteration of NIHT, HTP, and CSMPSP for all, over 1.5 million, tests of problem classes $(\text{Mat}, B)$ for $\text{Mat} \in \{N, S_7, DCT\}$ presented in Sec.3.](image)

Determination of the average case phase transition: logistic regression  The experimental setup for the large-scale testing reported in this article is described in Sec. 2. The identification of the 50\% recovery phase transitions as described in Sec. 2.1 includes testing more than 15,000 problem instances for each algorithm, each problem class, and each value of $n$. To present this data as concisely as possible, for each $m, n$ pair, we compute a logistic regression of the data

$$\hat{\pi}(k/m) = \frac{1}{1 + \exp(-b_0(1 - b_1 k/m))}$$

(7)

where the fit parameters $b_0$ and $b_1$ are calculated to minimize

$$\sum_k \left| \frac{\hat{\pi}(k/m) - \#success(k, m, n)}{\#trials(k, m, n)} \right|$$

(8)

The definition of success given in (4) yields a clear separation of successes and failures. In the computation of the logistic regression, the success criteria is relaxed to $\|\hat{x} - x\|_\infty < 10^{-2}$, where $10^{-2}$ could be replaced by any value in the region of separation from Fig. S1.

Fig. 1 displays the curve $\rho = \rho_{\text{alg}}(\delta)$ such that $\hat{\pi}(\rho) = 1/2$ for NIHT, HTP, and CSMPSP with $\text{Mat} \in \{N, S_7, DCT\}$ and $n = 2^{20}$ for $\text{Mat} = DCT$, $n = 2^{18}$ for $\text{Mat} = S_7$, and $n = 2^{14}$ for $\text{Mat} = N$. Figs. S2-S4 display the logistic regression phase transitions for some other values of $n$ tested as well as the width of the transition regions given by $\rho_{0.1} - \rho_{0.9}$ where $\hat{\pi}(\rho_c) = c$. Unless otherwise stated, all phase transition curves presented are for the 50\% recovery level curve defined by $\hat{\pi}(k/m) = 1/2$.  
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S3. ALGORITHM PERFORMANCE FOR PROBLEM CLASS \((\text{Mat}, B)\)

S3.1. Regions of high probability of recovery: \((\text{Mat}, B)\)

Concentration of recovery phase transitions for \((\text{Mat}, B)\)  
Sec. 3.1 discusses the recovery phase transitions of the problem classes \((\text{Mat}, B)\) for \(\text{Mat} \in \{\mathcal{N}, \mathcal{S}_7, \text{DCT}\}\), but only presents data for the largest value of \(n\) tested for each problem class. This supplementary section includes further data on the recovery phase transition curves for this problem class at smaller values of \(n\). Along with presenting the 50\% recovery phase transitions in the left panels of each figure, the right panels include the gap between the 10\% and 90\% recovery curves of the logistic regressions. The plots show quantitative convergence of the recovery phase transitions toward those shown in Fig. 1.

Figure S2. Left panels: 50\% recovery probability logistic regression curves for \((\mathcal{N}, B)\) and \(n = 2^j\) with \(j = 10, 12, 14\). Right panels: gap between 10\% and 90\% recovery probability curves. Results shown for the algorithms: NIHT (a-b), HTP (c-d), and CSMPSP (e-f).
Figure S3. Left panels: 50% recovery probability logistic regression curves for \((S, B)\) and \(n = 2^j\) with \(j = 10, 12, 14, 16, 18\). Right panels: gap between 10% and 90% recovery probability curves. Results shown for the algorithms: NIHT (a-b), HTP (c-d), and CSMPSP (e-f).
Figure S4. Left panels: 50% recovery probability logistic regression curves for \((DCT, B)\) and \(n = 2^j\) with \(j = 10, 12, 14, 16, 18, 20\). Right panels: gap between 10% and 90% recovery probability curves. Results shown for the algorithms: NIHT (a-b), HTP (c-d), and CSMPSP (e-f).
3.2. Average Time for recovery and algorithm selection maps: \((\text{Mat}, B)\)

3.2a. Ratios of recovery time to fastest recovery time for \((\text{Mat}, B)\) with large \(n\) This subsection contains the ratios of each algorithms’ recovery time to the fastest recovery time of all algorithms. The ratios of NIHT to the fastest recovery time appear in Fig. 2(g-i) as examples. Several Claims and Observations in Sec. 3 state that certain algorithms require less than a specified multiple of the fastest recovery time. Such observations are informed by the following figures.

![Figure S5. Panel (a), time for fastest algorithm for \((N, B)\) with \(n = 2^{14}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.](image-url)
Figure S6. Panel (a), time for fastest algorithm for \( (S_7, B) \) with \( n = 2^{18} \). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.

Figure S7. Panel (a), time for fastest algorithm for \( (DCT, B) \) with \( n = 2^{20} \). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
S3.2b. Algorithm selection maps for \((\text{Mat}, B)\) at smaller values of \(n\). Sec. 3.2 presents algorithm selection maps and average recovery times for the problem classes \((\text{Mat}, B)\) for \(\text{Mat} \in \{N, S, DCT\}\), but only presents data for a single value of \(n\) per problem class. This supplementary section includes similar algorithm selection maps for smaller values of \(n\), showing that the selection maps are consistent for \(n\) sufficiently large.

Figure S8. Left panels: Algorithm selection maps for problem class \((N, B)\). Right panels: Average time for the fastest algorithm. Panels (a-b) with \(n = 2^{10}\) and (c-d) with \(n = 2^{12}\).
Figure S9. Left panels: Algorithm selection maps for problem class \((S_7, B)\). Right panels: Average time for the fastest algorithm. Panels (a-b) with \(n = 2^{14}\) and (c-d) with \(n = 2^{16}\).

Figure S10. Left panels: Algorithm selection maps for problem class \((DCT, B)\). Right panels: Average time for the fastest algorithm. Panels (a-b) with \(n = 2^{16}\) and (c-d) with \(n = 2^{18}\).
S4. ALGORITHM PERFORMANCE FOR PROBLEM CLASS \((Mat, B_\epsilon)\)

S4.2. Average recovery time and algorithm selection maps in the presence of noise: \((Mat, B_\epsilon)\)

Ratios of recovery time to fastest recovery time in the presence of noise: \((Mat, B_\epsilon)\)

Section 4.2 presents algorithm selection maps and fastest recovery time plots for the problem class \((Mat, B_\epsilon)\). This supplementary section presents ratios of the recovery time for NIHT, HTP, and CSMPSP to the fastest recovery time. The information contained in this section informs Claim 5 and Obs. 4.2.1.

\[\frac{\text{Time by NIHT}}{\text{Time by fastest algorithm}}\]

\[\frac{\text{Time by HTP}}{\text{Time by fastest algorithm}}\]

\[\frac{\text{Time by CSMPSP}}{\text{Time by fastest algorithm}}\]

Figure S11. Panel (a), time for fastest algorithm for \((N, B_\epsilon)\) with \(\epsilon = 1/10\) and \(n = 2^{13}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
Figure S12. Panel (a), time for fastest algorithm for \((S_7, B_ε)\) with \(ε = 1/10\) and \(n = 2^{17}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.

Figure S13. Panel (a), time for fastest algorithm for \((DCT, B_ε)\) with \(ε = 1/10\) and \(n = 2^{17}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
S5. PERFORMANCE ANALYSIS ON OTHER VECTOR DISTRIBUTIONS

S5.1. Recovery Phase Transitions for Alternate Vector Ensembles

Section 5 includes a discussion of the recovery phase transitions for the sparse vector ensembles $U_r$ and $N_r$. This supplementary section contains the representations of the data used for Obs. S5.1–S5.4 focused on the sparse vector ensembles $U$ and $N$. For some problem classes, the recovery phase transition curves lack smoothness and for $(N, N)$ the recovery phase transition curve is not monotonically increasing. Observation S5.1 and Fig. S14 are useful when interpreting the data presented in Fig. S16 and are explicitly referenced in Obs. S5.2 and S5.4.

Observation S5.1
For the problem class $(Mat, vec)$ with $Mat \in \{N, S_7, DCT\}$ and $vec \in \{U, N\}$, the phase transition region for each algorithm can be much wider than observed for $vec = B$. In some cases, the phase transition region is large enough to cause $\rho_{(Mat, vec)}^\text{alg}(\delta)$ to lack the expected smoothness and monotoncity. (See Fig. S14.)

As stated in Obs. S5.1, the greedy algorithms’ transition regions can be much wider when recovering vectors from the alternate distributions, even in the noiseless setting. From Sec. S3.1 the transition region widths depicted in Figs. S2–S4 are essentially bounded above by 0.02 for problem classes $(Mat, B)$ with $n \geq 2^{16}$ for $Mat \in \{S_p, DCT\}$ and $n \geq 2^{12}$ for $Mat = N$. For comparable problem sizes on the alternate vector ensembles $vec \in \{U, N\}$, the transition regions can be 5 to 20 times as wide. Figure S14 contains three representative recovery phase transitions $\rho_{(Mat, vec)}^\text{alg}(\delta)$ (a,c,e) together with the associated transition region width (b,d,f). In each of these cases, $\rho_{(Mat, vec)}^\text{alg}(\delta)$ lacks the now familiar smoothness and monotoncity of recovery phase transitions in sparse approximation.

Similar to Obs. 5.0.1 in Sec. 5, Obs. S5.2 states that, in the noiseless setting, the recovery phase transition for NIHT, HTP, and CSMPSP is lowest for the sparse vector ensemble $B$. Observations S5.3–S5.4 for vector ensembles $U$ and $N$ parallel the similar observations for the moderate noise setting with vector ensembles $U_r$ and $N_r$, namely Obs. 5.0.2–5.0.3.

Observation S5.2
For the problem classes $(Mat, vec)$ with $vec \in \{B, U, N\}$, the recovery phase transitions for the sparse vector ensemble $B$ is typically lower than for $U$ and $N$. Specifically: for all $Mat \in \{N, S_7, DCT\}$, $\rho_{(Mat, U)}^\text{alg}(\delta) > \rho_{(Mat, N)}^\text{alg}(\delta) > \rho_{(Mat, B)}^\text{alg}(\delta)$ for NIHT, HTP, and CSMPSP and with $\delta = m/n \in (0, 1)$, except for NIHT on the problem class $(N, N)$ where $\rho_{(Mat, N)}^\text{nht}(\delta) < \rho_{(Mat, B)}^\text{nht}(\delta) < \rho_{(Mat, U)}^\text{nht}(\delta)$ (Obs. S5.1) for $\delta \in (0.3, 0.8)$. (See Fig. S15.)

Observation S5.3
For problem classes $(Mat, U)$ with $Mat \in \{N, S_7, DCT\}$, and $\delta \in [1/20, 1/2]$, the recovery phase transitions for NIHT and HTP have phase transition curves within 0.02 of each other. For $(DCT, U)$ CSMPSP has the lowest PT curve but has the highest phase transition curve for $(N, U)$ and $(S_p, U)$. (See Fig. S16(d,f).)

Observation S5.4
For problem classes $(Mat, N)$, the recovery phase transition curves for the algorithms have qualitatively similar behavior to the associated phase transition curves for vector ensembles $U$ as detailed in Obs. S5.3 and 5.0.3. (See Fig. S16.) The notable exceptions are

(i) $\rho_{(N, N)}^\text{nht}(\delta)$ which suffers from a large phase transition region when both the matrix ensemble and vector ensemble are normally distributed (Obs. S5.1);

(ii) HTP has a noticeably higher phase transition curve than NIHT for problem class $(N, N)$. (See Fig. S16(a).)

---

‡This phenomenon is likely due to logistic regression and definition of success tailored for the sparse ensemble $B$. Tuning the logistic regression to a specific problem class may alter the phase transition curves. This was avoided in the analysis for consistency.
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Figure S14. Left panels: 50% recovery probability logistic regression curves. Right panels: gap between 10% and 90% recovery probability curves. (a-b) NIHT with $(\tilde{N}, U)$ with $n = 2^{13}$; (c-d) HTP for $(DCT, U)$ with $n = 2^{17}$; (e-f) CSMPSP for $(DCT, U)$ with $n = 2^{17}$. 
Figure S15. 50% recovery probability logistic regression curves for \( \text{vec} \in \{B, U, N\} \) for (a-c) NIHT, (d-f) HTP, and (g-i) CSMPSP. Left panels: \( \text{Mat} = \mathcal{N} \) with \( n = 2^{13} \); Center panels: \( \text{Mat} = S_7 \) with \( n = 2^{17} \); Right panels: \( \text{Mat} = \text{DCT} \) with \( n = 2^{17} \).
Figure S16. 50% recovery probability logistic regression curves for problem classes \((\text{Mat}, \text{vec})\) with \(\text{vec} \in \{N, U\}\) and for algorithms NIHT, HTP, and CSMPSP. (a-c) \(\text{vec} = N\), (d-f) \(\text{vec} = U\). Left panels: \(\text{Mat} = N\) with \(n = 2^{13}\); Center panels: \(\text{Mat} = S_7\) with \(n = 2^{17}\); Right panels: \(\text{Mat} = DCT\) with \(n = 2^{17}\).
S5.2. Algorithm Selection Maps for Alternate Vector Ensembles

In Sec. 5, algorithm selection maps are presented for \((\text{Mat}, \text{vec})\) with \(\text{vec} \in \{U, N\}\). This supplementary section contains the representations of data informing Obs. 5.0.4–5.0.6. Figures S17–S22 present the ratio of the recovery time for each algorithm to the fastest recovery time in the union of the recovery regions for problem classes \((\text{Mat}, U)\) and \((\text{Mat}, N)\). Note the ratio of recovery time for NIHT to the fastest algorithm is consistently small and almost always one for the matrix ensembles \(N\) and \(S\).

![Algorithm selection maps](image)

Figure S17. Panel (a), time for fastest algorithm for \((N, U)\) with \(\epsilon = 1/10\) and \(n = 2^{13}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
Figure S18. Panel (a), time for fastest algorithm for $$(S_7, U_\epsilon)$$ with $\epsilon = 1/10$ and $n = 2^{17}$. Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.

Figure S19. Panel (a), time for fastest algorithm for $$(DCT, U_\epsilon)$$ with $\epsilon = 1/10$ and $n = 2^{17}$. Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
Figure S20. Panel (a), time for fastest algorithm for \((\mathcal{N}, N_{e})\) with \(\epsilon = 1/10\) and \(n = 2^{13}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.

Figure S21. Panel (a), time for fastest algorithm for \((\mathcal{S}_{7}, N_{e})\) with \(\epsilon = 1/10\) and \(n = 2^{17}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
Figure S22. Panel (a), time for fastest algorithm for \((DCT, N_{\epsilon})\) with \(\epsilon = 1/10\) and \(n = 2^{17}\). Ratio of average time for NIHT, HTP, and CSMPSP over the fastest algorithm in (b-d) respectively.
S6. ROLE OF NONZEROS PER COLUMN ON PROBLEM CLASSES \((S_p, vec)\)

This supplementary section briefly investigates the role of the number of nonzeros per column in the sparse matrix ensemble \(S_p\). For computational reasons, using very few nonzeros per column provides a relatively fast matrix multiplication. Sections 3 and 4 focus on \(p = 7\) due to diminishing gains in the phase transition for larger values of \(p\) and its computational efficiency. Increasing the number of nonzeros from \(p = 7\) to \(p = 13\) requires roughly 1.85 times as many computations, yet there is only a minor increase in the recovery phase transition. Figures S23 and S24 present the recovery phase transitions of a fixed algorithm for the problem classes \((S_p, vec)\), \(p = 4, 7, 13\), displaying the three recovery phase transition curves together on a single plot for a fixed vector ensemble \(vec \in \{B, U, N, B_e, U_e, N_e\}\). This data supports our focus on \(S_7\), though similar behaviour would be observed for values of \(p\) near 7.

Observation S6.1

For problem classes \((S_p, vec)\) with \(vec \in \{B, U, N, B_e, U_e, N_e\}\) increasing the number of nonzeros per column from \(p = 4\) to \(p = 7\) increases the area under the recovery phase transition curve for NIHT, HTP, and CSMPSP from between 8% and 17%; in contrast, further increasing the number of nonzeros per column from \(p = 7\) to \(p = 13\) never increases the area under the recovery phase transition by more than 3%. (See Figs. S23 and S24.)

The following demonstrates that very few nonzeros per column \((p = 4)\) can still lead to a reasonably sized recovery region. Figures S23–S28 provide plots for recovery phase transitions, concentration of the phase transition, algorithm selection maps, fastest recovery times, and algorithm performance in the presence of noise for the problem class \((S_4, vec)\) for \(vec \in \{B, U, N, B_e, U_e, N_e\}\). While the recovery phase transition curves for matrix ensemble \(S_p\) decrease for sparse vector ensembles as the number of nonzeros per column \(p\) decreases, the overall behavior of the algorithms is consistent. This information, summarized in Obs. S6.2, informs practitioners that the measurement and recovery process can be accelerated by using fewer nonzeros provided the problem instance falls within the recovery region for the lower value of \(p\).

Observation S6.2

For all problem classes \((S_p, vec)\) with \(vec \in \{B, U, N, B_e, U_e, N_e\}\) and algorithms NIHT, HTP, and CSMPSP, the following remain consistent for \(p = 4\) and \(p = 7\): relationships between recovery phase transitions, algorithm selection maps, and concentration of the recovery phase transition. In the presence of moderate noise, the matrix ensemble demonstrates stability for \(\delta = m/n \to 0\), but is more susceptible to noise than for larger numbers of nonzeros per column as \(\delta \to 1\). (See Figs. S25–S28.)

\(^5\)Other values of \(p\) were also tested. The computational time increases smoothly with \(p\) along with slight gains in algorithm recovery regions.
Figure S23. 50% recovery probability logistic regression curves for $Mat = S_p$ with $n = 2^{17}$ and for $p = 4$, 7, and 13 in each plot. Left, center, and right panels are $vec = B$, $vec = U$, and $vec = N$ respectively. Algorithms: NIHT (a-c), HTP (d-f), and CSMPSP (g-i).
Figure S24. 50% recovery probability logistic regression curves for $Mat = S_p$ with $n = 2^{17}$ and for $p = 4, 7, \text{ and } 13$ in each plot. Left, center, and right panels are $vec = B_\epsilon$, $vec = U_\epsilon$, and $vec = N_\epsilon$ respectively with $\epsilon = 1/10$. Algorithms: NIHT (a-c), HTP (d-f), and CSMPSP (g-i).
Figure S25. 50% recovery phase transition curves of NIHT, HTP, and CSMPSP for $n = 2^{17}$ and problem class $(\mathcal{S}_4, \text{vec})$ with (a-c) $\text{vec} \in \{B, U, N\}$ and (d-f) $\text{vec} \in \{B_\epsilon, U_\epsilon, N_\epsilon\}$ with $\epsilon = 1/10$. Left panels: sparse binary vectors; Center panels: sparse uniform vectors; Right panels: sparse normal vectors.
Figure S26. Left panels: 50% recovery probability logistic regression curves for $(S_4, B)$ and $n = 2^j$ with $j = 10, 12, 14, 16, 18$. Right panels: gap between 10% and 90% recovery probability curves. Results shown for the algorithms: NIHT (a-b), HTP (c-d), and CSMPSP (e-f).
Figure S27. Left panels: Algorithm selection maps for problem class \((S_4, B)\). Right panels: Average time for the fastest algorithm. Panels (a-b) with \(n = 2^{14}\), (c-d) with \(n = 2^{16}\), and (e-f) with \(n = 2^{18}\).
Figure S28. 50% recovery probability logistic regression curves for problem class \((S_4, vec)\) with \(n = 2^{17}\) and \(vec \in \{B, U, N, B_\epsilon, U_\epsilon, N_\epsilon\}\) with \(\epsilon = 0\) and \(\epsilon = 1/10\). Algorithms: (a-c) NIHT, (d-f) HTP, and (g-i) CSMPSP. Left Panels: sparse binary vectors; Center Panels: sparse uniform vectors; Right panels: sparse normal vectors.